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CADC and CANFAR: 

 A platform to support data-intensive 
science 

 OR 

Radical evolution in the core business 
of the CADC 

David Schade 
Canadian Astronomy Data Centre 
Canadian Advanced Network for Astronomy Research 



TMT data management 

At this meeting I’ve heard a lot of things that I agree with: 

•  Science productivity is increased by good data management 
•  An archive-centric view of TMT from the beginning will save effort later 
•  Build upon existing expertise, software, infrastructure 
•  Key Projects are coupled to pipelines and are coupled to good data management 

I will not be preaching to the choir 

BUT:  
•  Not all data have equal potential for archival research 
•  Data management work needs to be subject to cost-benefit analysis 
•  Be selective 
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TMT data management 

The “Core Business” of an observatory is to produce data 

•  Data Management choices for TMT will be driven by the science that 
the TMT communities choose to do 



SDSS and LSST are not traditional observatories 

“Massive Survey Data Collections”? 

Cities versus Villages 

•  Facilities like SDSS/LSST are in the business of constructing entire 
cities with all of the infrastructure needed to make them run 

•  Cities support a broad range of cultural and economic activities 
•  Cities are dynamic and connected strongly to the broader world 

Farms or villages 
•  Have a single purpose (produce milk, dig the coal) 
•  Can subsist with a hand pump and an outhouse 



Culture: Canadian astronomy 

Canadian astronomy builds data “cities” 
•  Large collaborative teams 
•  Pool telescope time to support large programs 
•  International collaboration 
•  Need good data management 

Canadian astronomy is highly effective 
•  Citation rate slightly higher than the US (2005) 
•  Consistently ranked among the best in the world 



The CADC view of data-intensive science 

My bias  

•  Large homogeneous samples with well-defined statistical completeness 
•  Multi-wavelength, multi-facility data collections 
•  Massive surveys 
•  Homogeneous data processing 
•  Good data discovery and access tools 

Integration of astronomy resources world-wide 
•  A philosophy driven by HST,CFHT,JCMT 
•  A philosophy driven by science practice 
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BUT ……….. 



TMT data management 

The “Core Business” of an observatory is to produce data 

“Core Business” includes a coherent and effective approach to: 
•  Metadata 
•  Calibration data 
•  Association of data 
•  Pipeline processing (at some acceptable level) 

TMT will not be an island 
TMT needs to be integrated into the broader science world 
TMT is not Big Data but will live an a Big Data ecosystem 



TMT data management 

Don’t re-invent 
•  There exists a large body of experience and good practice in the 

astronomy data management community 
•  There is an obligation for TMT to fit into the global science data 

management world 
•  There is also a benefit and cost-savings to using established 

approaches 

•  Example: 
•  Common Archive Observation Model (CADC, STScI, other NASA 

centers, ALMA?) 
•  International Virtual Observatory Alliance (IVOA) standards 



Common Archive Observation Model (CAOM) 

•  Inspired by International Virtual Observatory Alliance work 
•  Integrates all instruments into a common data model  
•  All downstream software is unified 
•  Efficiency and cost savings 
•  For science (not engineering) 
•  IVOA standards supported 

CAOM supports all VO protocols and 
supports a unified single interface to 
all CADC collections 

•  22 collections 
•  113 instruments 
•  4 levels of calibration 



CANFAR (Canadian Advanced Network for Astronomy 
Research) 

•  A consortium of 15 university astronomers who form the Science 
Management Committee 

•  CADC is part of CANFAR and responds to CANFAR management 

•  CANFAR is a new model for science input into the development 
process for data management 

•  CANFAR is driving a move of all CADC data centre hardware assets 
onto Compute Canada (the national infrastructure for Advanced 
Computing) 

•  CANFAR is driving a radical change in CADC’s core business 



CANFAR is a new model for science input  

•  CANFAR partners with Survey Science Teams to iteratively develop 
the capabilities that they need 

•  CANFAR funds post-docs that are doing the science 
•  CANFAR funds software developers and support staff to work with 

science teams 

We believe:  
•  Survey science is of primary importance 
•  Survey science presents the sharpest challenges 
•  Input from a broad range of surveys will yield a “general” result 
•  Small project astronomers will be served adequately 



Canadian Advanced Network for Astronomical 
Research 

•  A cloud ecosystem for data intensive astronomy 
•  User services 

•  Store and share data 
•  Create and configure VMs 
•  Run interactive VMs 
•  Run persistent VMs 
•  Batch processing with VMs 

•  Using research cloud resources 
•  Compute Canada 
•  CADC 

•  Integrated authentication and authorization 



CANFAR/CADC 2014 

•  Size: 
•  932M files 
•  2.3 PiB 

•  Users 
•  Authenticated access: 762 
•  Anonymous access: 7,544 
•  Registered: 7,018 

•  Data handled in the last year 
•  TiB: 1,106 
•  Files: 91M 



CANFAR/CADC data delivery 



CANFAR Services 

•  Store and share data 
•   (VOSpace = DropBox) 

•  Create and configure VMs 
•  Scientists replicate their personal environments 

•  Run interactive VMs 
•  Access powerful compute environments from laptops 

•  Batch processing with VMs 
•  Scalable processing (1000’s of cores, large RAM) 

•  Run persistent VMs 
•  Hosting Database, SaaS, services 

•  Integrated authentication and authorization 
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Geography of VOSpace PUTs  



Geography of VOSpace GETs 



CANFAR integrates Virtual Observatory standards 

•  CADC is a leader in the International Virtual Observatory Alliance 

•  CADC/CANFAR has a higher degree of VO compliance than any other 
data center 

•  CADC/CANFAR has integrated VO into its internal architecture 



CADC CANFAR 
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1 million core hours used in 2012 
300,000 jobs completed 



CANFAR is a distributed cloud system 
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European Grid Initiative:   CANFAR/INAF/EGI 

28 

 
 

EGI-Engage    
 

44 

the adaptation of the user Virtual Research Environments will be provided by the Competence Centres, in 
particular BBMRI and EISCAT_3D. Following this, a joint call for additional cross-infrastructure case 
studies will be launched at PM15. 
Canadian Advanced Network for Astronomical Research (Lead: INFN) (M6 – M30) 
The Canadian Advanced Network for Astronomical Research (CANFAR)20 is a computing infrastructure for 
astronomers in Canada. International collaboration in the Astronomy discipline will be supported both by the 
Canadian Astronomy Data Centre (CADC) and EGI. CANFAR and EGI will work together to integrate both 
e-Infrastructures towards a seamless and uniform platform for international astronomy research 
collaboration. Community services will be provided on top of the federated cloud of EGI using open source 
solutions and re-using the CANFAR experience.  
Integration for gCube and the D4Science infrastructure (M1 - M12) 
This activity will integrate D4Science resources at Engineering (commercial) and CNR (public) into the EGI 
Federated Clouds infrastructure. The gCube framework will be extended to use EGI Federated Cloud 
resources through implementing OCCI client capabilities.  
Task JRA2.4 – Accelerated Computing (Lead: IPB, M1 – M15) 
Estimated task effort: 13PM  
Accelerated computing systems deliver energy efficient and powerful HPC capabilities. Many EGI sites are 
providing accelerated computing technologies to enable high performance processing such as GPGPUs or 
MIC co-processors. Currently these accelerated capabilities are not directly supported by the EGI platforms. 
To use the co-processors capabilities available at resource centre level, users must directly interact with the 
local provider to get information about the type of resources and software libraries available and which 
submission queues must be used to submit tasks of accelerated computing.  
This task will implement the support in the information system, to expose the correct information about the 
accelerated computing technologies available – both software and hardware – at site level, developing a 
common extension of the information system structure, based on OGF GLUE standard, in order to have the 
capabilities published uniformly by all the sites. Users will then be able to extract all the information directly 
from the information system without interacting with the sites, and easily use resources provided by multiple 
sites. The task will also extend the HTC and cloud middleware support for co-processors, where needed, in 
order to provide a transparent and uniform way to allocate these resources together with CPU cores 
efficiently to the users. 
 
Deliverables (brief description and month of delivery) 
D4.1 – CANFAR integration roadmap (R) (M6) 
This document will capture the work of the comprehensive analysis of the CANFAR Cloud infrastructure 
and the EGI Federated Cloud infrastructure, and present a resulting implementation roadmap that will guide 
the implementation work of the subsequent 12 months. It will include the complete list of all basic services 
and tools needing integration, and a brief per-tool risk analysis. 
D4.2 – VM snapshot support: OCCI extension, final specification (OTHER) (M9) 
This deliverable provides the final specification describing the syntax and semantics of operations on the VM 
management interface to create VM snapshots, designed and expressed as an OCCI extension. 
D4.3 – Resource template changes: OCCI extension, final specification (OTHER) (M9) 
This deliverable provides the final specification describing the syntax and semantics of operations on the VM 
management interface to change and attach resource templates to a running VM instance, effectively 
changing the allocated resources for that instance. 
D4.4 – Relocating VM instances between providers, final specification (OTHER) (M12) 
This deliverable provides a first implementable draft of defined interactions between federated Cloud 
resource providers coordinating the relocation of a suspended virtual appliance from one provider to another. 

                                                        
20 http://www.canfar.net 
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PROPOSAL – Technical Annex 
Sections 1-3: Excellence, Impact & Implementation 

 
Proposal full title: Engaging the Research Community towards an Open Science Commons 
Proposal acronym: EGI-Engage 
Call: EINFRA-1-2014 
Type of action: H2020: Research & Innovation Actions (RIA) 
Topics: Sub-topic 6: Support to the evolution of EGI (European Grid Infrastructure) towards a flexible 
compute/data infrastructure capable of federating and enabling the sharing of resources of any kind (public 
or private, grid or cloud, etc.) in order to offer computing and storage services to the whole European 
scientific community. The proposal will address operations for supplying services (IaaS, PaaS, SaaS) at 
European level, engagement of and tailoring of services to new user communities and dissemination 
activities. 
Name of the coordinating person: Tiziana Ferrari, EGI.eu Technical Director - tiziana.ferrari@egi.eu 
 
List of participants 

Participant 
no. 

Participant organisation name Participant 
short name 

Country 

1 (CO) Stichting European Grid Initiative EGI.eu Netherlands 
2 Oesterreichische Akademie der Wissenschaften OEAW Austria 
3 Vlaams Instituut voor de Zee VZW VLIZ Belgium 
4 Institute of Information and Communication Technologies 

- Bulgarian Academy of Sciences 
IICT-BAS Bulgaria 

5 Swiss National Grid Association SWING Switzerland 
6 CESNET, Zajmove Sdruzeni Pravnickych OSOB CESNET Czech 

Republic 
7 Fraunhofer-Gesellschaft zur Foerderung der Angew 

Andten Forschung E.V 
FRAUNHOF
ER 

Germany 

8 Gesellschaft fur Wissenschaftliche Datenverarbeitung 
MBH Gottingen 

GWDG Germany 

9 Agnecia Estatal Consejo Superior de Investigaciones 
Cientificas 

CSIC Spain 

10 CSC-Tieteen Tietotekniikan Keskus Oy CSC Finland 



TMT is distributed: cloud makes sense 
Supports international collaboration 

TMT 
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Funding for Research Data Management (cyber-
infrastructure) in Canada & Europe (US?) 

•  Research Data Management is a highly visible national priority 

•  Generic shared cyber-infrastructure is the fashion 

•  Research Data Management will not be funded within domain silos like 
astronomy 

•  CANFAR is, in part, a response to this new reality 

•  There is a place for shared generic infrastructure 

•  There is also a place for highly-efficient special-purpose infrastructure 



Scalability 

•  Scalability is the primary motivation for using cloud 

•  If CADC/CANFAR could get scalability without using shared 
infrastructure ……. 



What is the relevance to TMT? 

•  A broad range of options exist for TMT Data Management 

•  TMT needs to properly manage the telescope side of the data management system 

•  TMT should leverage established practices to reduce development effort (CAOM,VO) 

•  TMT should outsource its data management needs to an appropriate partner  

•  Outsourcing is more effective and less expensive than in-house 

•  The science community should make major contributions to pipeline processing 

•  Cloud infrastructure can be used very effectively for pipelines, databases, and many 
other applications 

•  There may be funding from non-astronomy sources for data management 



CADC’s core business has changed 

We have evolved to better serve our science community 

•  Not only have we evolved a new model to support data-intensive science 

•  We have evolved a model of interaction with the most technologically 
progressive elements of our science community that will sustain ongoing 
evolution in the right direction 

•  The present challenge is to position software and data in the right way to 
support massive processing, visualization, and analytics 

•  The looming challenge is to create a global network of “islands of 
capability” that are dynamically linked to support a new “meta-analytics”  



Key Data Activities 
•  Data engineering 
•  Operations and user support 
•  Software development 
•  Software integration 
•  Data processing 
•  Data management 
•  User web services  
•  User web interfaces 

CANFAR/CADC 

STORAGE MANAGEMENT 
2.6 PETABYTES 

PROCESSING MANAGEMENT 
954 COMPUTE CORES 

META DATA MANAGEMENT 
8.5 TERABYTES 

Compute Canada 
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Compute Canada 
Saskatoon  

NRC Herzberg 
Victoria 
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CLIENT 

TELESCOPE 
CLIENT 

User 
Data 

Meta Data 
Queries 

VM  
Images 

VM  
Control 

Interactive use  
of VMs  

Processing  
Control 

University researchers and telescope staff have 
privileges to upload data, create VMs and install 
science applications, run interactive VM sessions, 
submit batch processing jobs to VMs, share their 
VMs, control the life-cycle for their VMs, offer 
software-as-a-service applications in their VMs. 
Definition: VM – Virtual Machine 
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Data 

Telescope 
Data 

Algorithms and 
Software 

Meta Data 
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VM 
Images 

Interactive use  
of VMs 

VM Service Creation 
and Deployment 

Data In Data Out 

# of files Terabytes # of files Terabytes 

Peak per day 2,169,190 8.0 648,093 16.8 

Avg per day 130,952 0.4 99,253 2.6 
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