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Scientific Cloud 
Computing

Cloud is about how you do computing, not where 

you do computing.
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Why we should be doing science on the cloud
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● Remote and dynamic data (!= Big data)

● Big data ⇒ Data Gravity, Data Lake, etc.

● Remote software/server 

● Easy to deploy*

● Asynchronous 

● Web applications / Shareable

● Serverless applications

● Federation of Services

● Tablets/ChromeOS

● more...

*arguable 
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Why we shouldn’t be doing science on the cloud
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● Because there is no a real reason for it^

● HPC is not there yet, large latencies and bad bisection bandwidth 

… but HPC is adopting cloud technologies

● Full control on data and application

● Security concerns

● Faster development*

● Billing (if a commercial provider)

● more ...

^arguable 

*arguable (CI, CD)
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What kind of science/projects? → Which model
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● HTC vs HPC vs HSC

● Interactive

● Small projects

● Visualizations

● Short term projects*

*arguable



Matias Carrasco Kind, AstroData2020s, Caltech, Dec 4th, 2018

What kind of science/projects? → Which model
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● HTC vs HPC vs HSC

● Interactive

● Small projects

● Visualizations

● Short term projects*

*arguable

Will we get to have Science as a 
Service (SCIaaS?) 
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Why not both?
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Storage and Storage Services

Edge VMs, ServicesNFS, GridFTP, 
Globus, etc VMs

HPC

OSG

Cloud

Local

Processing

Applications, services and user interfaces

R
em

ote storage

User Applications

Offered services

User AWS account

Scale on demand
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What kind of users/groups?
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● Runaway users (sleep infinity)

● Super user 1 → Data In Intensive  Jobs (ML)

● Super user 2 → Data Out Intensive  Jobs (Sims)

● Super user 3 → Resource Intensive  Jobs 

(Modeling/Fitting)

● User with no exposure/experience

● Users with computers to provide

● Users with money to provide

● Ephemeral users (worskshops)
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And there are many more...
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Containerization to the rescue
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● It’s been around for over 10 

years, but popular since 2014 

thanks to Docker

● Many other alternatives (rkt, 

kata, shifter, singularity, etc…)

● Lightweight, stand-alone, 

executable package of a piece 

of software that includes 

everything to run it

● Not just applications

● Software designed storage

● Software designed network
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Container organization and orchestration
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● We can create a container 

with an application inside, 

now what?

● Need to consider:

○ Resource needs

○ Fault tolerant

○ Load balancing

○ Storage management

○ Lifecycle

○ Service Discovery

○ Scalability
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The Kubernetes Factor
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● It solves all previous issues and more (not the only 

one but most popular)

● Open source container management and 

orchestration platform

● Developed by Google, made open sourced

● One of top 5 most commented open source 

repositories and #2 in number of pull request

● Standard within all cloud platforms

● Flexible and extensible, customize schedulers

● Is changing the cloud computing paradigm
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Applications
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The Dark Energy Survey
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● 4 meters telescope, 520 Mpx camera

● 5 year survey, ⅛ of the sky, Telescope in Chile, data @ NCSA, about to 

start 6th season

● Main Goal: To constrain the models of the Universe regarding Dark 

Energy and Dark Matter. 

● Many other Science Cases! (New dwarf planet, New galaxy satellites, 

Supernovae, etc)

● 1 - 3 TB of data per night, 1 PB of data

● Processing done at FermiGrid, Campus Cluster and Blue Waters

● Thousands of images and billions of rows, ~500 millions objects

● 1st Public Data Release in January 2018

● NCSA provide means to access and interact with data → Containers
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easyaccess: DES command line tool
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● DES DB in Oracle

● Specifically designed for 

DES (internal and public)

● Enhanced SQL command 

line interpreter in Python

● Astronomer friendly

● Python API, web interface

● There are many other CLI 

and GUI clients.

● Needed a simple tool, easy 

to use and install

● Autocompletion

● Load/Save to hdf5, fits, csv
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DES Labs: Collection of containerized tools for DES
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● Launched March 2015

● Used by the 

Collaboration

● Running using 

Kubernetes at NCSA 

cloud

● Currently being 

migrated to match DR1 

Infrastructure
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NCSA DESaccess: Services
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NCSA DESaccess: DB access
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NCSA DESaccess: Cutouts Service
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NCSA DESaccess: Cutouts Service
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NCSA DESaccess: Asynchronous Jobs
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NCSA DESaccess: Footprint and Jupyter Labs
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NCSA DESaccess: Labs with access to Jobs and easyaccess
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NCSA DESaccess: Technology Overview
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NCSA DESacces: Deployment
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Thank you!

Questions?

Matias Carrasco Kind -- NCSA
mcarras2@illinois.edu
github.com/mgkind
matias-ck.com
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