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Outline

Quick summary of some key Herschel (cosmology/LSS 
results)

2D anisotropies to 3D spectral line intensity mapping

Far-infrared probes of reionization 
(especially molecular Hydrogen 6 < z < ~15)

(Some mention of PIXIE - a 2-5 degree resolution all-
sky CMB/far-IR explorer concept between 60 microns 
to 10 cm at 15 GHz spectral resolution with a FTS)
              
A cool review of dusty star-forming galaxies Casey+ arXiv.org:1402.1456

http://arXiv.org
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The extragalactic background spectrum
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Resolving the extragalactic background spectrum

•  Source Counts 
250, 350, 500 µm 

15%, 10%, 6% 

•  P(D) 
250, 350, 500 µm 
65%, 60%, 45% 

•  Stacking: 
250, 350, 500 µm 
80%, 80%, 85%
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Of course:  The remainder are the most interesting sources! 
                     E.g. z > 3 galaxy populations
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• CALISTO will 

•1. Directly resolve more of 
•the background. 

•2. 5m can resolve x3 deeper 
•at 70 microns and x10 deeper 
•at 100 and 250 microns 

•(Casey et al. white paper) 

represents the beamsize of Herschel, a 3.5m facility. Solid horizontal lines illustrate the Sconf limit of
one source per beam, as per the formal definition of confusion noise, while the dotted lines represent a

Figure 1: Di�erential and cumulative number counts
at 70–250µm; see text for details.

more practical confusion limit of 1/4 source
per beam, in line with measured confusion
limits from Herschel (note this value will de-
pend strongly on the clustering of galaxies,
which di�ers by wavelength). What this
shows us is that a beamsize that is re-
duced by a factor of ⇠2 (due to the
increased aperature of a 5m facility)
will push the confusion limit at �70µm
a factor of ⇠3⇥ deeper, and a factor
of ⇠10⇥ deeper at 100µm and 250µm.
For example, the measured confusion limit at
100µm from Herschel PACS17 is �0.15 mJy,
which from Figure 1, appears to correspond
to a cumulative number of sources per beam
(right y-axis) of ⇠0.13. Assuming the same
e�ective limit with a 5 m facility (left y-axis
value of 0.13), we derive a confusion limit at
100µm of ⇠11µJy. See Table 1 for our esti-
mates at other wavelengths. The factor of ten
improvement in the confusion limit at 100µm
is due to the shallow slope of the faint-end of
the number counts below 0.1mJy. While a
steep slope would result in a less advanta-
geous jump in the confusion limit, we know
such slopes are unphysically possible as they
would imply the cosmic infrared background
(CIB2) should be several times larger than it
is measured to be.

So what is the scientific value of having a
facility with such a low FIR confusion limit?

A factor of ten in the confusion limit translates to a factor of ten improvement in the depth of FIR
surveys, implying easy detection of Milky Way type galaxies in direct dust emission out to z ⇠ 1.5.
The dramatic improvement in depth also implies the number of galaxies with direct detections in the
FIR will increase by a factor of ⇠100, extrapolating from the underlying shape of the dusty galaxy
luminosity function10. This will allow very detailed analysis of dust emission, obscuration, and star-
formation in distant galaxies on a far larger scale than has previously been possible and resolving
the vast majority of individual galaxies contributing to the CIB, well below the knee of the galaxy
luminosity function.

Wavelength Herschel 5m conf. Factor of
conf. lim. lim. Improvement

70µm 35 µJy 11 µJy 3.2
100µm 150 µJy 11 µJy 14
250µm 460 µJy 68 µJy 7

Table 1. Estimated confusion limit for a 5m FIR facility
in comparison to Herschel.

References: [1] Puget et al. 1996, A&A 308, 5 [2] Fixsen et al.
1998, ApJ 508, 123 [3] Neugebauer et al. ApJL 278, 1 [4] Lemke
et al. 1996, A&A 315, 64 [5] Rieke et al. 2004, ApJS 154, 25 [6]
Murakami et al. 2007, PASJ 59, 369 [7] Poglitsch et al. 2010,
A&A 518, 2 [8] Gri�n et al. 2010 A&A 518, 3 [9] Condon 1974,
ApJ 188, 279 [10] Casey, Narayanan & Cooray 2014, Phys.
Rep. 541, 45 [11] Dole et al. 2004, ApJS 154, 87 [12] Béthermin
et al. 2010, A&A 516, 43 [13] Berta et al. 2011, A&A 532, 49
[14] Héraudeau et al. 2004, MNRAS 354, 924 [15] Rodighiero
et al. 2004, A&A 419, 55 [16] Kawara et al. 2004, A&A 413, 843
[17] Magnelli et al. 2013, arXiv/1311.2956 [18] Patachon et al.
2009, ApJ 707, 1750 [19] Béthermin et al. 2010, A&A 512, 78
[20] Oliver et al. 2010, MNRAS 405, 2279 [21] Clements et al.
2010, MNRAS 403, 274 [22] Béthermin et al. 2012, ApJL, 757,
23
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8 D. Brisbin et al.

Figure 3. GOODS-N galaxy SEDs plotted as in Figure 2. The 500 µm
measurements for GOODS sources A, C, E, F, H, K, and L are compatible
with zero, so here we plot only the upper error bar, barely visible within the
diamond symbol. As in Figure 2, we weighted the 24 µm data a quarter as
heavily as the longer wavelengths. Observational data shortward of 24 µm
is plotted for reference but not used in fitting.

Figure 4. Infrared source luminosities (integrated over 8-1000 µm) in
GOODS-N and LN plotted as a function of redshift for all sources detected
at all three SPIRE wavelengths. Diamonds indicate GOODS-N luminosities
obtained from SEDs fitted by S&K models, and triangles indicate similar
luminosities for LN sources. The solid line shows the growth of luminosity
distance squared with z. It serves as a rough lower bound to the luminosi-
ties in our selection of observed sources; the scatter of data points about the
curve provides a visual impression of the uncertainties in those luminosities.

Figure 5. Spectral energy distributions of the most luminous sources in
GOODS North (a) to (d) Lockman North (e) to (k). As in Figures 2 and 3,
we solely plot the upper error bars at 500 µm for sources (a) to (e), whose
lower error bars are compatible with zero. We similarly plot an upper error
bar at 170 µm for LN (k). Luminosities and positions for these sources are
presented in Table 4. Seven of these eleven sources are triply secure; two of
these are also included in Figures 2 and 3. A brief description of sources (c),
(d), (f) and (i) is provided in Section 6. Although some of the ultraluminous
sources exhibit significant AGN activity, we have applied S&K model fits,
as discussed in Section 7. As in Figures 2 and 3 we have weighted the 24 µm
data only one quarter as heavily as the longer wavelengths. Observational
data shortward of 24 µm is plotted for reference but not used in fitting.

c� 2010 RAS, MNRAS 000, 2–??

HLIRGS

ULIRGS

LIRGS

(i) ULIRGS/HyLIRGS typically have about ~1010 solar masses in stars 

(ii) So the time scale for star-formation is [M*/(dM*/dt)] ~ 5 to 100 Million years  
                      (star-bursting galaxies!) 

                  

2   (~Milky-way SFR)
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What kind of galaxies do we detect with Herschel?

CALISTO

CALISTO
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In the local Universe ~100% of 
starbursts are driven by gas-
rich galaxy mergers.  

Tacconi, L. J. et al. 2008, ApJ, 680, 246      
Dekel, A. et al. 2009, ApJ, 703, 785

Desika Narayanan

More Generally: When are galaxies at high-z mergers?

Hayward, Narayanan et al. in prep.

Hopkins, Younger, Hayward, DN, Hernquist 2010

SMGs, 24 sources

BzKs

Thursday, May 12, 2011

But at z ~ 1 to 2,  observations show that 
some starburst galaxies are simple disks.  

Is there a different mechanism to trigger a 
starburst at high redshifts?  
(theorists: cold accretion mode)  

(a) What fraction of starbursts are mergers vs. cold flows? 
(b) Do the mergers evolve differently from cold flows? what stops the starburst?

What are Dusty Star Forming Galaxies (DSFGs)?
LOCAL ULIRGS REVIEW: SANDERS, D. AND MIRABEL, I. 1996, ARAA, 34, 749
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The Nature of Brightest high-z Herschel Galaxies

Julie Wardlow et al. 2013, ApJ
Negrello et al. 2010 Science

Lensing galaxy selection at sub-mm wavelengths > 95% efficient
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Extensive Ground-based Follow-up Observations

SMA JVLAKeck 

GBT CARMA CSO

Source CO Redshift

High-Resolution Imaging

                                                                                                    

                  1200 deg2 of Herschel should have 300 bright lensed galaxies.  

[All of optical surveys (since late 1970s) have detected about 300 lensed galaxies.]



Asantha Cooray, UC Irvine                                                                                                                                                    far-infrared June 2015

Keck LGS-AO Imaging (~20+ nights)Figure 5: Herschel-selected bright, gravitationally lensed SMGs confirmed by Keck adaptive op-
tics 2.1 µm or HST/WFC3 1.1 µm images (Calanog et al. 2013 in prep). Tick marks are separated
in intervals of 100 in all panels. See Fig. 6 for the lens model of G12v2.30.

Figure 6: Lens modeling reveals a highly structured galaxy in the source plane of G12v2.30 at
z = 3.26 (Fu et al. [48]). (a) Observed K-band image with the foreground lenses subtracted. (b)
Lens model. Critical curves are in red and caustics are in blue. The box delineates the on-sky area
covered by the source-plane image in panel (d). (c) Residual image. (d) Parameterized source mor-
phology (grey scale) and a direct inversion of the observed image (red contours). For comparison,
we also show the distributions of the molecular gas (green) and starburst-heated dust (purple) from
JVLA CO J = 1!0 and SMA 880-µm observations.

10

Fu et al. 2012; Bussmann et al. 2012; Fu et al. 2013; Calanog et al. 2014; Timmons et al. in prep

Jae Calanog 
UCI PhD 2014 

We now have 60 
images like  
these in total with 
Keck/LGS AO
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 Herschel Lensed Sources

z=1.68, z determined from the Herschel-SPIRE/FTS 
spectrum with the 158 micron CII line 
                      George et al. 2014

H-ATLAS: 650 sq. degrees. ~2 lensed Planck CSC 
sources. One in HerMES over 370 sq. degrees.Far-infrared spectroscopy of a lensed starburst 3

Table 1. Continuum flux densities.

Wavelength Sν Notes

100 µm 41± 4a mJy Herschel PACS
160 µm 180± 14a mJy Herschel PACS
250 µm 347± 25b mJy Herschel SPIRE
350 µm 378± 28b mJy Herschel SPIRE
500 µm 268± 21b mJy Herschel SPIRE
870 µm 30.2± 5.2 mJy SMA
2 mm 1.2± 0.1 mJy IRAM PdBI

3.5 mm 200± 170 µJy CARMA
4.3 cm 350± 30 µJy VLA
21 cm 1.95± 0.24 mJy VLA (FIRST)

a Errors include 3- and 5-per-cent calibration uncertainties
at 100- and 160-µm, respectively.

b Errors include the contribution due to confusion and a 7-
per-cent calibration uncertainty has been added in quadra-
ture (Valiante et al., in preparation).

Figure 2. Far-IR-through-radio SED of HATLASJ132427, with the best-fit
synchrotron and power-law temperature distribution dust model shown in
black. The FTS spectrum is shown in blue. Inset: 15-arcmin × 15-arcmin
false-colour image of HATLAS J132427 in the threeHerschel SPIRE filters.

galaxies, this line is likely to be the most significant; indeed, it is
often the only transition detected (e.g. Ivison et al. 2010b).

The SPIRE FTS spectrum of HATLAS J132427, shown in
Fig. 3, displays a 7.5σ marginally resolved (1.2GHz spectral reso-
lution) emission line at (709.9±0.4)GHz. Attributing this to [C II]
indicates a redshift, z = 1.677 ± 0.001. No other lines were de-
tected, with 3σ < 200, 230, 150, 600 Jy km s−1 for [O III] 88µm,
[N II] 122µm, [O I] 145µm, and [N II] 205µm respectively, mean-
ing that this redshift remained tentative at this point.

4.2 Redshift confirmation via CO

To verify the SPIRE FTS redshift determination, we used the
Combined Array for Research in Millimeter-wave Astronomy
(CARMA) to search for the CO J = 2 → 1 line (νrest =
230.538GHz), which should be redshifted to approximately νobs =
86.0GHz for z = 1.68. Observations were carried out using
the 3-mm receivers during 2012 November 23 in D configuration
(11–146m baselines), with 2.3 hr spent on source. The blazars,
1310+323 and 0927+390, were used for complex gain calibration
and to derive the bandpass shape. Absolute flux densities should be

Figure 3. The continuum-subtracted Herschel SPIRE FTS spectrum. No
other features correspond to expected transition lines. Inset: Zoomed in on
the region indicated by the red line in the parent plot. Velocity scale corre-
sponds to [C II] at z = 1.676. The best-fit sinc profile is overlaid in red.

Figure 4. CO J=2→1 spectrum from CARMA, binned to 20.8MHz, with
the CO J =3→ 2 IRAM PdBI spectrum shown in red, binned to 40MHz
and put on the same brightness temperature (Tb) scale.

accurate to within ∼ 15 per cent. We obtained an 8σ detection of
line emission, close to the expected frequency – see Fig. 4 – thus
confirming the redshift, with z = 1.676 ± 0.001. The 34.8GHz
GBT line is therefore presumably spurious.

We also imaged the source in CO J = 3→ 2 with the IRAM
PdBI, also during 2012 November. We obtained 1.1 hr of integra-
tion time, using all six of the 15-m antennas, this time in D con-
figuration – the most compact. The observing frequency was set
to 129.028 GHz, corresponding to the redshifted frequency of CO
J=3→2 (νrest = 345.796GHz) for z = 1.68. Again, we found a
bright 3σ emission line at the expected frequency, (Fig. 4).

The two line profiles are consistent with one another; neither
can be described well with a single Gaussian, suggesting that their
shape is due to either a merger or a rotating, gas-rich disk (e.g.
Engel et al. 2010; Ivison et al. 2013). The line width (deduced from
fits using a single Gaussian), (500±140) km s−1 FWHM, is typical
of those seen for DSFGs (Greve et al. 2005).

5 DISCUSSION

Characterisation of the dust emission of HATLAS J132427 was
performed by fitting the power-law dust temperature model of
Kovács et al. (2010) to the continuum flux densities detailed in Ta-
ble 1. Derived quantities are detailed in Table 2.

c⃝ 0000 RAS, MNRAS 000, 000–000

Lensed
optical arc

Lensed Herschel-detected
source (starbursting 
clump)

1”

Starbursting knot in a  
spiral galaxy. Disk is mostly 
an old stellar population.
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z=1.68, determined from the Herschel-SPIRE/FTS 
spectrum detecting the 158 micron CII line 
                      George et al. 2014

H-ATLAS: 650 sq. degrees. ~2 lensed Planck CSC 
sources. One in HerMES over 370 sq. degrees.
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Source reconstructed: SMA/JVLA (red) 
and Keck/Hubble (green/blue)
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 Herschel Lensed Sources
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a former postdoc. The analysis was performed at UCI and was led by the student supported by a partial
allocation from NHSC, given the Priority 2 status received for that program initially by the Herschel OT2
TAC. Top panels: Example PACS spectra showing two detections above 4� (right line is detected at a higher
significance than the left; significance is quantified by a PACSspec noise model; Timmons et al. in prep).
Bottom panels: Summary of various line detections and/or upper limits. Note that from one line to the other,
the number of sources changes. This is because the redshift of these sources vary and the lines move out
of the PACSspec band (or in some cases fall within gaps that is not covered by the instrument). In the OT2
program we failed to detect any of the H2 (S1)/17 lines but have detected at least one reliable H2 (S0)/28
micron line, for a galaxy at z = 2.6. This might be the highest redshift detection of H2 in a rotational
emission line. The data analyzed here are 15 total targets from OT2 program. We will next analyze data
for 9 targets in OT1 program and publish those together. Second paper in this series will be FTS data, from
both programs. Final series will be a combined analysis for overlapping targets.

to publish these data. That is they do not have a student or a postdoctoral fellow working on the
analysis and interpretation that we are not aware of.

4.1. Data analysis plans PI’s group was part of the US SPIRE Instrument Science team. We have
significant experiences analyzing and interpreting both SPIRE and PACSspec data. Compared to
our past work, which has been mostly on photometry or wide area maps, this program will involve
spectroscopic observations.

13

PACS spectroscopy 
of z > 1 galaxies 

- mainly lensed 
galaxies 

- about 50 targets 
- Mostly undetected 
- detections are at 

best 3 to 5 sigma 

70 to 500 micron 
spectroscopy was not 
easy with Herschel - tons 
of upper limits over close 
to 500 hours unpublished. 

Wardlow et al. in prep 
(Includes a molecular H2 
detection at z of 2.1) 
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Ring of Fire: ALMA superstar, SDP.81

ALMA SV data Vlahakis et al. 2015;  Results so far in 6 papers + at least 2 more in prep 

1.0, 1.3 and 2.0mm continuum; CO(5-4), 8-7, 10-9 and H20 (202-111) maps 

total of 30 hours, on source 16 hours; 300+ GB of data 

2010  Keck+SMA 2015  HST+ALMA

Discovery in H-ATLAS during SDP:  
Negrello et al. 2010 Science 

z=0.3 elliptical (Sloan LRG)

z=3.04
DSFG
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Ring of Fire: ALMA superstar, SDP.81
Negrello et al. 2010;  Vlahakis et al. 2015; Dye et al. 2015; Swinbank et al. 2015;… (6 papers with ALMA)

Dye et al. 2015
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Ring of Fire: ALMA superstar, SDP.81
Negrello et al. 2010;  Vlahakis et al. 2015; Dye et al. 2015; Swinbank et al. 2015;… (6 papers with ALMA)

Stars seen in HST/keck

CO(5-4) color scale

Contours: continuum dust

Thanks to lensing+ALMA 50 pc resolution at z of 3 in a star-
forming galaxy

Dye et al. 2015
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Ring of Fire: ALMA superstar, SDP.81
Negrello et al. 2010;  Vlahakis et al. 2015; Dye et al. 2015; Swinbank et al. 2015;… (6 papers with ALMA)

Toomre unstable gas disk Q~0.3 +/- 0.1; gas fraction 70-90%;  
Jeans length of 130-200pc

Swinbank et al. 2015
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z = 6.34 Dusty Starburst Galaxy in HerMES
Riechers, D. et al. Nature 2013; Cooray et al. 2014

250 um         350 um          500 um        *

500 um peaked sources S250 < S350 < S500:  z > 4? 

250 um   350 um   500 um        *
*Confusion reduced S(500) – fS(250)

3

Figure 1. Left: The three-color image using HST/ACS combined F625W and F814W (blue), HST/WFC3 combined F160W, F125W and F105, and Keck/NIRC-
2 Ks-band LGS-AO (red) images. Note the clear detection of two galaxies close to HFLS3 shown here in terms of the IRAM/PdBI 1.1 mm (rest-frame 158
µm) emission. The r.m.s. uncertainty in the PdBI A-array configuration data is 180 µJy beam−1 and the contours are shown in steps of 3σ starting at 5σ. The
instrumental beam is shown to the bottom right with FWHM of 0.35′′ × 0.23′′. Right: The three-color GALFIT residual map where we remove models for the
HST/ACS-detected galaxies in HST/WFC3. Here we show the combination of ACS/F625W+F814W (blue), WFC3/F105W (green) and WFC3/F160W (red).
Both G1 and G2 are detected in the combined ACS/F625W and F814W stack, consistent with the scenario that both G1 and G2 are at z < 6 and G2 is not the
optical counterpart of HFLS3, as was previously assumed. We find a marginal detection of rest-UV emission at the location of HFLS3 (labeled R2) and a higher
significance diffuse emission 0.′′5 to the South-West of HFLS3 (labeled R1). We use WFC3 fluxes and ACS upper limits of R2 for combined SED modeling of
HFLS3 with far-IR/sub-mm flux densities. We detemine a photometric redshift for R1 and find it to be consistent with emission from either a galaxy at z ∼ 6 or
a dusty galaxy at z ∼ 2.

Figure 2. Spitzer/IRAC 3.6 µm image from Riechers et al. (2013) showing
a detected source. The contours on the intensity scale show the region of G1
and G2 (blue) and R1 and R2 (red). IRAC ∼ 2′′ PSF is marked with a white
circle.

detected galaxies near HFLS3 and to see if there is any ex-
cess emission in WFC3 data relative to the ACS images. Us-
ing GALFIT on the individualHubble/ACS and WFC3 frames
proved to be difficult because the output models tend to over-
fit regions of low signal in which HFLS3 is expected to re-
side. To remedy this, we stacked the HST/ACS in two bands
to increase the signal-to-noise ratio and to model the fore-
ground galaxies in the combined F625W and F814W images.
Under the assumption that the stacked model best represents
the two foreground galaxies, we then subtracted the stacked
model from individual HST/ACS and WFC3 frames, with the
flux density at each wavelength allowed to vary as an over-
all normalization in GALFIT models. Any excess in WFC3

relative to ACS would suggest the presence of detectable rest-
UV emission from HFLS3. As shown in Fig. 1 (right panel)
we find excess emission primarily 0.′′5 to the South-West of
HFLS3 (labeled R1). We also find some marginal evidence
for excess emission near the 1.1-mm peak (labeled R2), with
detection levels between 2.5 to 3.2σ. In Table 1 we summarize
GALFIT and other intrinsic properties of the two foreground
galaxies G1 and G2 as well as the residual emission R1 and
R2, with R2 emission assumed to be from HFLS3. We also
use the latter for a combined UV to far-IR SEDmodeling with
MAGPHYS (da Cunha et al. 2008). We also model the SED of
R2 to determine its photometric redshift and address its asso-
ciation with HFLS3.

4. LENS MODELING
We use the publicly available software GRAVLENS (Keeton

2001) to generate the lens model. As the background
source is not multiply-imaged, and remains undetected in the
rest-frame optical, we simply model the highest resolution
IRAM/PdBI 1.1-mm continuum emission map. This map
is currently our highest resolution view of HFLS3, and the
source is resolved in these data. The magnification factor we
determine here with lens modeling is the value for the mm-
wave continuum emission. It could be that HFLS3 will be
subject to differential magnification, with different emission
components within the galaxy subject to different magnifica-
tion factors (e.g, Serjeant 2012; Hezaveh et al. 2012). This
is especially true if the different components associated with
HFLS, such as dust, gas, and stellar mass, have peak intensiti-
ties that are offset from each other, as in the case of a complex
merging galaxy system.
To simplify the lens modeling, we use singular isothermal

ellipsoidal (SIE) models to fit for the Einstein radius and po-
sitions of the two lens galaxies. The position angles and ellip-
ticities for G1 and G2 are fixed to the values derived from pro-
file fitting using GALFIT, but their masses are allowed to vary

HST WFC3+ACS

IRAM 1.1mmDowell et al. 2014 ApJ technique

FLS3 z=6.34
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250 um         350 um          500 um        *
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Weakly lensed by two z=2.1  
galaxies with magnification  
1.6 +/- 0.3 

[G2 identification in R13 as 
K-band ID of FLS3 incorrect]

z = 6.34 Dusty Starburst Galaxy in HerMES
Riechers, D. et al. Nature 2013; Cooray et al. 2014

3

Figure 1. Left: The three-color image using HST/ACS combined F625W and F814W (blue), HST/WFC3 combined F160W, F125W and F105, and Keck/NIRC-
2 Ks-band LGS-AO (red) images. Note the clear detection of two galaxies close to HFLS3 shown here in terms of the IRAM/PdBI 1.1 mm (rest-frame 158
µm) emission. The r.m.s. uncertainty in the PdBI A-array configuration data is 180 µJy beam−1 and the contours are shown in steps of 3σ starting at 5σ. The
instrumental beam is shown to the bottom right with FWHM of 0.35′′ × 0.23′′. Right: The three-color GALFIT residual map where we remove models for the
HST/ACS-detected galaxies in HST/WFC3. Here we show the combination of ACS/F625W+F814W (blue), WFC3/F105W (green) and WFC3/F160W (red).
Both G1 and G2 are detected in the combined ACS/F625W and F814W stack, consistent with the scenario that both G1 and G2 are at z < 6 and G2 is not the
optical counterpart of HFLS3, as was previously assumed. We find a marginal detection of rest-UV emission at the location of HFLS3 (labeled R2) and a higher
significance diffuse emission 0.′′5 to the South-West of HFLS3 (labeled R1). We use WFC3 fluxes and ACS upper limits of R2 for combined SED modeling of
HFLS3 with far-IR/sub-mm flux densities. We detemine a photometric redshift for R1 and find it to be consistent with emission from either a galaxy at z ∼ 6 or
a dusty galaxy at z ∼ 2.

Figure 2. Spitzer/IRAC 3.6 µm image from Riechers et al. (2013) showing
a detected source. The contours on the intensity scale show the region of G1
and G2 (blue) and R1 and R2 (red). IRAC ∼ 2′′ PSF is marked with a white
circle.

detected galaxies near HFLS3 and to see if there is any ex-
cess emission in WFC3 data relative to the ACS images. Us-
ing GALFIT on the individualHubble/ACS and WFC3 frames
proved to be difficult because the output models tend to over-
fit regions of low signal in which HFLS3 is expected to re-
side. To remedy this, we stacked the HST/ACS in two bands
to increase the signal-to-noise ratio and to model the fore-
ground galaxies in the combined F625W and F814W images.
Under the assumption that the stacked model best represents
the two foreground galaxies, we then subtracted the stacked
model from individual HST/ACS and WFC3 frames, with the
flux density at each wavelength allowed to vary as an over-
all normalization in GALFIT models. Any excess in WFC3

relative to ACS would suggest the presence of detectable rest-
UV emission from HFLS3. As shown in Fig. 1 (right panel)
we find excess emission primarily 0.′′5 to the South-West of
HFLS3 (labeled R1). We also find some marginal evidence
for excess emission near the 1.1-mm peak (labeled R2), with
detection levels between 2.5 to 3.2σ. In Table 1 we summarize
GALFIT and other intrinsic properties of the two foreground
galaxies G1 and G2 as well as the residual emission R1 and
R2, with R2 emission assumed to be from HFLS3. We also
use the latter for a combined UV to far-IR SEDmodeling with
MAGPHYS (da Cunha et al. 2008). We also model the SED of
R2 to determine its photometric redshift and address its asso-
ciation with HFLS3.

4. LENS MODELING
We use the publicly available software GRAVLENS (Keeton

2001) to generate the lens model. As the background
source is not multiply-imaged, and remains undetected in the
rest-frame optical, we simply model the highest resolution
IRAM/PdBI 1.1-mm continuum emission map. This map
is currently our highest resolution view of HFLS3, and the
source is resolved in these data. The magnification factor we
determine here with lens modeling is the value for the mm-
wave continuum emission. It could be that HFLS3 will be
subject to differential magnification, with different emission
components within the galaxy subject to different magnifica-
tion factors (e.g, Serjeant 2012; Hezaveh et al. 2012). This
is especially true if the different components associated with
HFLS, such as dust, gas, and stellar mass, have peak intensiti-
ties that are offset from each other, as in the case of a complex
merging galaxy system.
To simplify the lens modeling, we use singular isothermal

ellipsoidal (SIE) models to fit for the Einstein radius and po-
sitions of the two lens galaxies. The position angles and ellip-
ticities for G1 and G2 are fixed to the values derived from pro-
file fitting using GALFIT, but their masses are allowed to vary

LFIR = 6X1012 L⊙

SFR ~ 1300 M⊙/yr
TDUST = 55 ± 10 K

No evidence for a quasar/massive AGN!

MDUST > 109 M⊙

MSTARS ~ 5X1010 M⊙

MGAS ~ 1011 M⊙

z=2.1

z=6.3

3

Figure 1. Left: The three-color image using HST/ACS combined F625W and F814W (blue), HST/WFC3-IR combined F160W, F125W and F105W, and
Keck/NIRC-2 Ks-band LGS-AO (red) images. Note the clear detection of two galaxies close to HFLS3 shown here in terms of the IRAM/PdBI 1.1 mm (rest-
frame 158 µm) emission. The r.m.s. uncertainty in the PdBI A-array configuration data is 180 µJy beam−1 and the contours are shown in steps of 3σ starting at
5σ. The instrumental beam is shown to the bottom right with FWHM of 0.35′′ × 0.23′′. Right: The three-color GALFIT residual map where we remove models
for the HST/ACS-detected galaxies in HST/WFC3. Here we show the combination of ACS/F625W+F814W (blue), WFC3/F105W (green) and WFC3/F160W
(red). Both G1 and G2 are detected in the combined ACS/F625W and F814W stack, consistent with the scenario that both G1 and G2 are at z < 6 and G2 is not
the least obscured region, or the rest-frame optical counterpart, of HFLS3, as was previously assumed. We find a marginal detection of rest-UV emission at the
location of HFLS3 (labeled R2) and a higher significance diffuse emission 0.′′5 to the South-West of HFLS3 (labeled R1). We use WFC3 fluxes and ACS upper
limits of R2 for combined SED modeling of HFLS3 with far-IR/sub-mm flux densities. We detemine a photometric redshift for R1 and find it to be consistent
with emission from either a galaxy at z ∼ 6 or a dusty galaxy at z ∼ 2.

IRAF.STSDAS pipeline for flat-fielding and cosmic-ray re-
jection. Individual exposures in each of the filters were com-
bined with ASTRODRIZZLE (Fruchter & et al. 2010) and we
produced images at a pixel scale of 0.′′06 from the native scale
of 0.′′13 per pixel. For flux calibration we made use of the
latest zero-points from STScI, with values of 26.27, 26.26
and 25.96 in F105W, F125W and F160W, respectively. Simi-
larly,Hubble/ACS imaging data were flat-fielded, cosmic ray-
rejected and charge transfer efficiency (CTE)-corrected with
the pipeline CALACS (version 2012.2). Exposures were
remapped with ASTRODRIZZLE to a pixel scale of 0.′′03. The
ACS zero points used from an online tool are 25.94 and 25.89
for F814W and F625W, respectively.
The final Hubble mosaics were astrometrically calibrated

to the wider SDSS frame with an overall rms uncertainty, rel-
ative to SDSS, of less than 0.05′′. This astrometric calibra-
tion involved more than 60 galaxies and stars. The previous
Keck/NIRC2 imaging data, due to the limited field of view
of 40′′ in the highest resolution NIRC2 imaging data used for
LGS/AO observations, had large astrometric errors as astrom-
etry was determined based on two bright sources that were
also detected in 2MASS. Once the HST frames are calibrated,
we fixed the astrometry of Keck/NIRC2 image with close to
10 fainter sources detected in both WFC3 and NIRC2 images.
This astrometric recalibration resulted in a small (0.′′1) shift
to the optical sources relative to the peak PdBI/1.1 mm emis-
sion from HFLS3, as can be seen by comparing Figure 1 here
with Figure 3 of Riechers et al. (2013). There is still an over-
all systematic uncertainty in the relative astrometry between
IRAM/PdBI image and Hubble/Keck images of about 0.′′1,
with this value possibly as high as 0.′′3 in an extremely un-
likely scenario. We account for such a systematic offset in the
lens model by allowing the peak 1.1-mm flux to have an offset
from the two lens galaxies with a value as high as 0.′′3.
As shown in Figure 1 (left panel), we detect optical emis-

sion frommore than one galaxy near HFLS3 (galaxies labeled

G1 and G2). This is similar to what was previously reported
with Keck/NIRC2 LGS-AO imaging data, with the southern
component (G2) taken to be the rest-frame optical counter-
part to HFLS3 (Riechers et al. 2013). If this assumption is
correct we expect the southern component to be invisible in
the shortest wavelength images, as it is a Lyman drop-out at
wavelengths shorter than 8900 Å. Here, however, we have
detected both galaxies in Hubble/ACS images, establishing
that G2 is a galaxy at z < 5. Since these Hubble observa-
tions, we have reanalyzed the Keck/LRIS spectrum shown in
Riechers et al. (2013) with z = 2.1 CIV (1549 Å) and OIII]
(1661, 1666Å) emission lines within 1′′ of HFLS3. We now
find some marginal evidence that this emission is extended,
consistent with the scenario that more than one galaxy may
be contributing to the emission lines. A further confirmation
of the redshift of G2 will require additional spectroscopic ob-
servations or UV imaging data where z ∼ 2 galaxies would
be Lyman dropouts. For simplicity, hereafter, we assume that
both G1 and G2 are at the same redshift of 2.1. The SED
modeling we discuss later is consistent with this assumption.

3. REST-FRAME UV FLUXES OF HFLS3
We use the publicly available software GALFIT (Peng et al.

2002) to model the surface brightness profiles of Hubble-
detected galaxies near HFLS3 and to see if there is any ex-
cess emission in WFC3 data relative to the ACS images. Us-
ing GALFIT on the individualHubble/ACS and WFC3 frames
proved to be difficult because the output models tend to over-
fit regions of low signal in which HFLS3 is expected to re-
side. To remedy this, we stacked the HST/ACS in two bands
to increase the signal-to-noise ratio and to model the fore-
ground galaxies in the combined F625W and F814W images.
Under the assumption that the stacked model best represents
the two foreground galaxies, we then subtracted the stacked
model from individual HST/ACS and WFC3 frames, with the
flux density at each wavelength allowed to vary as an overall
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“red” galaxies in Herschel

Figure 35: Spire color ratios for candidate z > 4 DSFGs in Dowell et al. (2013) (black dots) with confirmed sources shown as red diamonds,
including the highest redshift Herschel-selected SMG HFLS3 at z = 6.34. SED tracks based on Arp 220 and the Cosmic Eyelash (Swinbank et al.,
2010) are shown for comparison. They gray dashed lines are the selection from Dowell et al. (2013). The figure is a modified version of the same
figure published in Dowell et al. (2013); its reproduction here is done with permission of the authors and AAS.
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Dowell et al. 2014 ApJ

[How angular resolution improvement with CALISTO increases or 
enhances identification of z > 5 galaxies with far-IR alone?]

z > 6 galaxies can be 
discovered with just 100 
to 600 micron coverage. 

Need a survey area of 
around 1000 deg2 for 
statistically interesting 
number of targets.



Galaxy proto-clusters at z >2 
(before clusters “virialized” and bright in X-rays and SZ)



Galaxy proto-clusters at z >2 

Casey et al. 2015: Herschel/SCUBA-2 + redshifts from Keck/MOSFIRE 
z=2.47, 8 dusty, starbursting galaxies and 40+ Lyman-break galaxies + radio + AGNs



Galaxy proto-clusters at z >2 

CALISTO surveying over 1000 deg2 will find many 100s of these things - 
no follow-up as automatic redshifts



10 arcmin

250µm

350µm

500µm

GOODS-N

Biggest issue with Herschel followup is lack of 
redshifts for dusty, star-forming galaxies. 

But if CALISTO can get order a few 
million redshifts?
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What’s next in far-IR in terms of cosmology?

3D Correlations or Power Spectrum

The projected wavenumber provides a 
measurement of the ang diameter 
distance, which in return probes 
cosmology.
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3D Correlations or Power Spectrum

1000 sq. degrees 
4 gal/sq. arcmin

CALISTO? 
1000 sq. degrees 
4 gal/sq. arcmin (total)

LSST?

%
 d
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ta

nc
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rr

or
To-do: calculate al of these, parameters expected at z=1 to 3 with realistic survey 
[But in 2030 1% cosmology distances to z of 2 could be old news]

LSST+WFIRST CALISTO?
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Why	
  Intensity	
  Mapping?

1. 	
  Individual	
  sources	
  are	
  difficult	
  to	
  detect	
  (sources	
  are	
  
intrinsically	
  faint,	
  large	
  instrument	
  beam,	
  etc),	
  	
  

2. 	
  We	
  are	
  interested	
  in	
  the	
  total	
  power	
  from	
  all	
  sources,	
  or	
  

3. 	
  There	
  is	
  truly	
  diffuse	
  emission,	
  

Science	
  Applications:	
  	
  
•	
  Galaxy	
  Evolution	
  
•	
  Dark	
  Matter	
  and	
  Galaxy	
  Formation	
  
•	
  Epoch	
  of	
  Reionization	
  
•	
  Baryon	
  Acoustic	
  Oscillations.

CMB	
  is	
  the	
  canonical	
  example	
  of	
  IM	
  	
  
(Planck	
  Collaboration	
  2013).



Recent	
  Intensity	
  Mapping	
  Results
Herschel-­‐SPIRE:

3.6°

	
  	
  	
  	
  	
  	
  SPIRExPOLARBEAR	
  B-­‐modes:

POLARBEAR et al. 2014, PRL
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FIG. 1: Cross-power spectra of CMB polarization lensing
and the 500µm Herschel CIB flux. Top panel: the min-
imum variance combination of all polarization lensing mea-
surements cross-correlated with the Herschel maps; this re-
sult corresponds to 4.0σ evidence for gravitational lensing of
CMB polarization. Middle panel: the cross power of EB-
reconstructed lensing with the Herschel maps; constructed
from the EB estimator applied to both Polarbear maps,
this result corresponds to 2.3σ evidence for lensing B-modes.
Bottom panel: all four combinations of the two lensing
estimators (EE,EB) applied to two different Polarbear

maps (RA23, RA12) and cross-correlated with Herschel -
EB/RA23 (dark blue), EE/RA23 (green), EE/RA12 (red),
EB/RA12 (cyan), listing from left to right for each band-
power. The fiducial theory curve for the lensing – CIB cross-
spectrum [16] is also shown (solid line).

polarization fraction of 3%. With these simulations, we
find a bias to the cross-power consistent with zero (less
than 2× 10−4 of the expected cross-power signal), as ex-
pected from a Gaussian three-point function, and a neg-
ligible change in the error bars (less than 7%). Though
Gaussian simulations are a good approximation to the
Herschel maps, we also test for contamination from the
brightest, Poisson-distributed polarized dusty sources. In
our test, we compare the signals with and without the
brightest regions in the Herschel maps masked (where
the flux in a 2× 2 arcmin2 pixel is greater than that of a
50mJy source averaged over the pixel). We find changes
to the signal at the level of only 0.2 σ, indicating bright
infrared source contamination is negligible.
We next discuss instrumental systematic errors. First,

we consider a general systematic that linearly couples
T - and E-modes into B-modes, as leakage most affects
the small B-mode signal. To estimate the effects of such
instrumental systematic errors, we simply insert a general
expression for the systematic-contaminated B-mode

B̃(l) = B(l) +

∫

d2l′

(2π)2
sEB(l− l′)E(l′)

+

∫

d2l′

(2π)2
sTB(l − l′)T (l′), (4)

into our expression for the cross-correlation using the
EB-reconstruction. Here the functions s describe the
systematic-induced couplings and the fields E,B, T are
the true (lensed) fields on the sky. Analytically calculat-
ing the effects of such leakage on the cross-correlation,
we find that the bias it induces is zero (to first order in
s). This is due to the fact that, in cross-correlation, the
EB-estimator is insensitive to leakage of even parity. To
test this analytic calculation in simulations, we repeat
the cross-correlation pipeline verification described ear-
lier, except now introducing leakage terms. We add 1%
of the temperature maps to the Q and U maps, and add
10% of Q to U and vice versa. The introduced leakage
does not bias the cross-correlation to percent-level accu-
racy although the errors increase marginally. We per-
form a similar simulated test of the effect of leakage on
the cross-power calculated with the EE estimator. Using
the same simulations of systematic leakage as for the EB
estimator, we again find a negligible (2%) change in the
recovered cross-power.
We estimate the effects of beam uncertainty by gen-

erating simulations with the beam values everywhere in-
creased or decreased by an amount equal to the 1σ error.
Despite using a coherent offset across all maps and scales,
we find only small effects, always significantly less than
20% of the signal. Differential beam ellipticity results in
leakage of temperature to polarization [38]; however, as
investigated with both analytical arguments and simula-
tions, such leakage does not bias our results. Common-
mode beam ellipticity is expected to be highly subdomi-
nant as the scan-pattern on our maps is nearly isotropic.
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Fig. 6.— Polarbear CMB polarization maps of RA23 in equatorial coordinates. The left (right) panel shows Stokes Q (U), where the
polarization angle is defined with respect to the North Celestial Pole. These filtered maps are smoothed to 3.50 FWHM. The clearly visible
coherent vertical and horizontal patterns in the Q map and diagonal patterns in the U map are the expected signature of an E-mode signal.

and Fourier transformed single-day maps m̃X
ik for X 2

T , E, or B, and day i. This estimator is free of noise
bias (Hinshaw et al. 2003). The two-dimensional cross-
spectra are binned by Fourier mode k in rings of width
�k = 40 to form one-dimensional spectra,

C̃XY
` =

1P
i,j 6=i,k2bin`

wX
i wY

j

X

i,j 6=i,k2bin`

wX
i m̃X

ikwY
j m̃Y ⇤

jk .

(16)
The weights for the maps in the cross-spectrum proce-
dure, wX

i , are the sum of the pixel inverse noise covari-
ance estimate over all the map pixels, either the TT ele-
ment for temperature or the minimum eigenvalue of the
Q and U block for polarization.

The map making and pseudo-power spectrum proce-
dure are modeled as a linear function of the true sky
power spectra C`:

C̃` =
X

`0

K``0C`0 , (17)

K``0 = M``0F`0B
2
`0 . (18)

M``0 describes the mode mixing e↵ects of non uniform
sky coverage, and is calculated analytically. F`0 models
the transfer function of the time-domain filters and map
pixelization, and is calculated through Monte Carlo sim-
ulations. B`0 describes the smoothing due to the spatial
response of the detector.

5.3.1. Mode-mixing and filter transfer functions

M``0 is computed analytically, by co-adding the tem-
perature and polarization apodization windows from the
daily maps for the entire season. The resulting window
map is used to calculate M``0 (Louis et al. 2013).

We estimate the transfer function F` of the time do-
main filters from a suite of Monte Carlo simulations.
The input to the Monte Carlo simulations is a set of
10-resolution Gaussian realizations of a 10� ⇥ 10� patch

of the CMB from the best fit wmap-9 power spectra, C`
(Bennett et al. 2013). We use the pointing data from
observations to produce TOD from the simulated maps,
and apply the pseudo-power spectrum estimation proce-
dure. We then estimate the filter transfer function from

Fn
` = Fn�1

` +
C̃` �

P
`0 M``0F

n�1
`0 C`0B2

`0

C`B2
`

, (19)

with F 0
` = 1, and convergence achieved within the 10

iterations used to calculate F` = F 10
` .

To distinguish between leakage and transfer function
e↵ects, the filter transfer functions for E and B are com-
puted from separate TT +EE and TT +BB simulations.
The TE, TB, and EB spectra filter transfer functions are
estimated as the geometric mean of the respective auto
spectra. TT , EE, and BB transfer functions are shown
in Figure 7.

Polynomial filtering and scan-synchronous signal sub-
traction create leakage from CEE

` to CBB
` . The leak-

age transfer function is estimated from the Monte Carlo
simulations and leakage is subtracted in power spectrum
estimation. Equation 19, TT + EE simulations, with
the EE theory for Cl and BB pseudospectra and mode
mixing matrix are used to estimate FE!B

` . Before sub-
traction, the leakage is largest in the lowest bin centered
at ` = 700 where it is 9% of the CBB

` band power. The
power is subtracted in pseudospectrum space with an
amplitude of

C̃E!B
` =

FE!B
`

FE!E
`

C̃E
` . (20)

The uncertainty associated with this subtraction is cal-
culated via Monte Carlo simulations that include TT ,
EE, and BB power. The residual bias and its un-
certainty, including sample variance, is calculated as
`(` + 1)CBB

` /(2⇡) = (6.1 ± 39.9) ⇥ 10�4 µK2 at ` = 700.
This uncertainty is included in the presented limits on
ABB .
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Amblard, Cooray et al. 2011, Nature 
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Viero et al. 2012; Thacker et al. 2013

Cosmic Infrared Background Fluctuations with SPIRE

Combined 5 fields 
over 70 deg2 

l = 216 l = 21,600

Poisson

2-halo

2-halo

1-halo

1-halo

Smaller Scales

Halo Model: see e.g.,  
Cooray & Sheth (2000),  
Zehavi et al. (2005, 2008)

CIB Power Spectrum
P(

k θ
) [

Jy
2 

sr
-1

]

kθ (arcmin-1)

Viero et al. 2012
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Fig. 12.— The cosmic density of dust Ωdust vs redshift as determined from the CFIRB power spectra from H-ATLAS GAMA-15 field
(shaded region). The thickness of the region corresponds to the 1 − σ ranges of the halo model parameter uncertainties as determined by
MCMC fits to the data (Table 1). We also compare our estimate to previous measurements in the literature. The measurements labeled
H-ATLAS dust mass function are from the low-redshift dust mass function measurements in Dunne et al. (2011). The other estimates are
based on extinction measurements from the SDSS (e.g., Ménard et al. 2010, 2012; Fukugita 2011; Fukugita & Peebles 2004) and 2dF (e.g.,
Driver et al. 2007).

values. At z = 1, as show in Fig. 7, for LIR > 109

L⊙ galaxies, the HOD drops quickly for masses smaller
than log(Mmin/M⊙) ≃ 10.7 and the high-mass end has
a power-law behavior with a slope ∼ 1. By design, this
halo model based on CLFs has the advantage that it does
not lead to unphysical situations with power-law slopes
for the HOD greater than one as found by Amblard et
al. (2011).
Both the HOD and the underlying luminosity-mass

relations are consistent with De Bernardis & Cooray
(2012), where a similar model was used to reinterpret
Amblard et al. (2011) anisotropy measurement. The key
difference between the work of De Bernardis & Cooray
(2012) and the work here is that we introduce a dust
SED to model-fit power spectra measurements in the
three wavebands of SPIRE, while in earlier work only
250µm measurements were used for the model fit. For
comparison with recent model descriptions of the CFIRB
power spectrum, we also calculate the effective halo mass
scale given by

Meff =

∫
dMnh(M)M

NT (M)

ng
. (21)

With this definition we findMeff = 3.2×1012 Msun at z =
2, consistent with the effective mass scales of Shang et al.
(2011) and De Bernardis & Cooray (2012) of Meff ∼ 4×
1012 and slightly lower than the value of ∼ 5× 1012 from

Xia et al. (2012).
The MCMC fits to the CFIRB power spectrum data

show that the charicteristic mass scale M0l evolves with
redshift as (1 + z)−2.9±0.4. In order to compare this
with existing models, we convert this evolution in the
charachteristic mass scale to an evolution of the L(M, z)
relation. As L(M) ∝ (M/M0l)−αl , we find L(M, z) ∝
Mα

l (1 + z)−pMαl . Using the best-fit values, we find
L(M, z) ∝ M0.70±0.05(1+z)2.0±0.4. In Lapi et al. (2011),
their equation 9 with the SFR as a measure of the IR lu-
minosity, this relation is expected to be M(1 + z)2.1. In
Dekel et al. (2009), the expectation is M1.15(1 + z)2.25.
While we find a lower value for the power-law depen-
dence on the halo mass with IR luminosity, the redshift
evolution is consistent with both these models.
To test the overall consistency of our model relative to

existing observations at the bright-end, in Fig. 8, we com-
pare the predicted luminosity functions 250 µm-selected
galaxies in several redshift bins with existing measure-
ments in the literature from Eales et al. (2010) and Lapi
et al. (2011). The former relies on the spectroscopic
redshifts in GOODS fields while the latter makes use of
photometric redshifts. We find the overall agreement to
be adequate given the uncertainties in the angular power
spectrum and the resulting parameter uncertainties of
the halo model. In future, the overall modeling could
be improved with a joint-fit to both the angular power

Cosmic Infrared Background Fluctuations = Dust Content

Cameron Thacker 
UCI PhD 2015



3-D Intensity Mapping
Sky map at z Intensity map at z 

• No need to resolve individual source 
• Measure the collective emission from many sources 
• Map large volume and  faint sources at high z economically

For CALISTO:  
 [CII] at z = 0 and 3 
 [OI] at z = 1 and 7 - extend to reionization 
 [OIII]  … etc



Title Here

Simulated Sky in [CII]

[CII] ([OI] is more interesting for CALISTO) 
•  [CII] serves as a tracer of star formation 
•  The clustering signal traces total luminosity 
        ->  unlike a flux-limited galaxy survey 
•  Use [CII] to spatially trace SF during the reionization epoch

Gong, Cooray et al. 2012, ApJ 745, 49G

Yan Gong  
UCI postdoc 



Title Here

2.5 arcm
in

[CII] and 21 cm Cross-Correlation

• Star formation rate vs. z 
• Ionization state vs. z 
• Bubble size

Gong et al. 2012, ApJ 745, 49G

Using 21 cm & [CII] Together



[CII] Line Tomography with TIME-Pilot Bock

Figure 3: LEFT: 3-D power spectra (in kP (k) units) of EoR [CII] and intermediate-z CO in the TIME-Pilot
band. Red, blue, and green curves mark [CII] power from the ‘Gong high,’ ‘SFR’, and ‘Silva simulation’
estimates, respectively, described in the text. The blue shaded region encompasses the theoretical uncertainty
in the SFR model, including the full range of empirical variation in L[CII]/LFIR. The tan-colored lines show
power in CO: the upper curve includes all the CO-emitting galaxies, the lower broken curves show the power
after masking to various depths (see Table 1). RIGHT : Power in cross correlation between the various CO
transitions and the 3-D positions of z = 0 − 2 galaxies provided by a rich survey like COSMOS. Note the
large amplitude difference between the two CO models.

and indicates more CO emission than the Obreschkow et al. (2009) model [57], and is therefore
more pessimistic in terms of the masking for [CII]. As Fig. 3 shows, even in this model, masking
to the intermediate depth of 3×10−22Wm−2 is sufficient to render the CO power sub-dominant
to the [CII] power. Per Table 1, this will require removal of ∼18% of the total survey volume.
Substantially less masking is required in the more conservative Obreschkow et al. model.

Expectations for TIME-Pilot in measuring CO fluctuations. The CO data are of interest in
their own right since they provide a measure of the spatial distribution and abundance of molecular
gas over a broad range of cosmic time, including the peak epoch of cosmic star formation at z ∼ 2.
Molecular gas is the fuel for star formation, a key ingredient in models of galaxy evolution, e.g.
cold-mode accretion models [58]. To date, most observations of molecular gas at high redshift
have been restricted to galaxies selected on the basis of high star-formation rates (e.g., SFR ≥ 100
M⊙ yr−1 at z = 0.2 − 1.0 [59] and SFR ≥ 30 M⊙ yr−1 at z = 1.0 − 2.5 [60]). A full census of the
molecular gas content over cosmic time requires an unbiased search for CO emission with sufficient
sensitivity to probe gas masses characteristic of the normal star-forming galaxy population.
Our TIME-Pilot dataset offers several methods of measuring the CO emission properties of faint

sources. As Fig. 3 shows, we will cross-correlate maps of individual CO transitions with existing
galaxy catalogs and 21-cm tomography [23]. Well-studied large fields such as COSMOS contain
broad multi-wavelength coverage and redshift information, and these cross-correlations are readily
detectable. We will stack the TIME-Pilot spectra on subsamples of galaxies to measure the ag-
gregate gas properties of sources as a function of star formation rate, stellar mass, etc. A simple
stacking based only on star formation rate and redshift will yield 3− 5σ detections for SFR bins of
10− 30 or 30− 50 M⊙ yr−1, and narrow redshift bins centered on z = 0.5, 0.75, and 1.2.

2.5 The Kinetic Sunyaev-Zel’dovich Effect.
In addition to the spectral-line tomography, TIME-Pilot is ideally suited measure the kSZ effect

in individual galaxy clusters. The thermal SZ (tSZ) effect has a null at 217 GHz, while the kinetic
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Title HereFirst Detections with TIME-Pilot

Minimal SFR 
LC+/Lbol = 0.2 %

Gong et al. [CII] model

Residual CO 
After Masking

Epoch of Reionization Science 
• Detect [CII] clustering 
• Detect [CII] Poisson fluctuations 
• Discriminate between models

For CALISTO, similar sciences at z = 6-8 with OI 63 microns.

Ancillary Science 
• CO clustering fluctuations 
• Assess residual CO foreground 
• Powerful kSZ instrument



Molecular Hydrogen tracing primordial cooling sites/halos

molecular 
hydrogen
cooling
in “mini halos”
critical at 
onset of
reionization
 z>15

Outstanding problems at z > 6: billion to ten billion solar mass black-holes in 
SDSS quasars, Universe at < 600 Myr. 
One solution is massive PopIII clusters collapsing - seed blackholes. 
Need formation in minihalos at z > 15. 
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Fig. 2.— Left: The gas temperature T and H2 fraction fH2
as functions of the gas density n, which are derived from the simulation

results in Omukai (2001) and Yoshida et al. (2006). The uncertainties of the gas temperature and H2 fraction are shown in blue regions.
Right: The density profile of the gas (blue solid line) and molecular hydrogen (blue dashed line) for the halo with M = 106 M⊙/h at
z = 15. The blue region shows the uncertainty of the H2 density profile estimated by the uncertainty of fH2

in the left panel.

luminosity vs. halo mass relation for molecular hydro-
gen cooling within primordial dark matter halos, we first
need to know the radial profile of the gas temperature
and density within dark matter halos.
Following the results from numerical simulations in-

volving the formation of primordial molecular clouds
(e.g. Omukai & Nishi 1998; Abel et al. 2000; Omukai
2001; Yoshida et al. 2006; McGreer & Bryan 2008), we
assume the gas density profile as

ρ(r) = ρ0

(

r

r0

)−2.2

, (5)

where we set r0 = 1 pc and ρ0 is the normalization factor
which is obtained by

Mgas = 4π

∫ rvir

0
r2ρ(r)dr . (6)

Here Mgas = (Ωb/ΩM )M is the gas mass in the virial
radius of the halo with dark matter mass M , and the
rvir is the virial radius which is given by

rvir =

[

M

(4/3)πρvir

]1/3

. (7)

Here ρvir(z) = ∆c(z)ρcr(z) is the virial density, ρcr(z) =
3H2(z)/(8πG) is the critical density at z, H(z) is the
Hubble parameter, and ∆c(z) = 18π2+82x−39x2 where
x = ΩM (z)− 1.
We then derive the number density of gas by n(r) =

nH(r) + nHe(r). Here nH(r) = fHρ(r)/mH is the num-
ber density of hydrogen, where fH = 0.739 is the hy-
drogen mass fraction and mH is the mass of hydrogen
atom. Similarly, nHe(r) = (1− fH)ρ(r)/mHe is the num-
ber density of helium, where mHe is the mass of helium
atom. Also, the temperature-density relation T (n) and
the H2 fraction-density relation fH2

(n) = nH2
/n can be

derived from existing numerical simulations. Here we use

the results on T (n) and fH2
(n) from Omukai (2001) and

Yoshida et al. (2006), which are available for n ≃ 10−2 to
1023 cm−3 as shown in the left panel of Fig. 2. The uncer-
tainties of the gas temperature and H2 fraction are shown
in blue regions. These uncertainties are evaluated based
on the differences in the far-ultraviolet radiation back-
ground from the first stars and quasars (Omukai 2001).
As can be seen, the gas temperature does not

monotonously increase with the gas density. For in-
stance, it drops from T ∼ 2000 to 200 K between n ≃ 1
and 104 cm−3 where molecular hydrogen density is ris-
ing to fH2

∼ 10−3. This indicates that H2 cooling is
starting to become important in this gas density range.
At n ≃ 104 cm−3, H2 cooling saturates and turns into
the cooling at the LTE. For n = 1010 ∼ 1011 cm−3, al-
most all of gas particles become molecular hydrogen due
to the efficient H2 three-body reaction (Yoshida et al.
2006), and we find fH2

≃ 0.5 by definition. At n ≃ 1020

cm−3 with T ≃ 104 K, H2 begins to dissociate and the
fraction drops quickly to fH2

< 10−5 when n ≃ 1023

cm−3 and T ≃ 105 K.
Next, with the help of Eq. (5), we can evaluate the

gas temperature and H2 fraction as a function of the
halo radius, i.e. T (r) and fH2

(r). Once these are estab-
lished, we can derive nH2

(r), nH(r) and Λr,v
H2

(r) which are
needed for the H2 luminosity calculation. In the right
panel of Fig. 2, we show the density profile of the gas
and molecular hydrogen in blue solid and dashed lines
for a dark matter halo with M = 106 M⊙/h at z = 15.
The blue region shows the uncertainty of the H2 density
profile which is derived by the uncertainty of fH2

in the
left panel of Fig. 2. The gas density profile is a straight
line with a slope of -2.2 as indicated by Eq. (5). On the
other hand, the density profile of molecular hydrogen has
a more complex shape which is dependent on the rela-
tion between fH2

and gas density n. For the outer layer
of the gas cloud (r > 10−2 pc), gas density is less than

Gong et al. 2012, ApJ  
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105 cm−3 and fH2
! 4× 10−4. Here H2 density is much

smaller than the gas density. For the inner region with
10−3.5 < r < 10−2 pc, we find 105 < n < 1011 cm−3

and fH2
begins to rise up quickly with nH2

becoming
close to the gas density. For the inner-most region at
r < 10−3.5 pc, the gas density is greater than 1011 cm−3,
and fH2

≃ 0.5 so that almost all of hydrogen end up
forming molecular hydrogen.
The luminosity of the H2 rotational or vibrational lines

can then be estimated by

Lr,v
H2

(M, z)=4π

∫ rvir

0
drr2nr,v

H2
(r)

×
[

nH(r)Λ
r,v
H2

(H) + nH2
(r)Λr,v

H2
(H2)

]

, (8)

where nr,v
H2

(r) is the number density of the molecular hy-
drogen that can emit at a given rotational or vibrational
line at r. We first evaluate the total nH2

at v=0 and 1
states by condensing all the rotational levels at a given
vibrational state to be a single vibrational level, ni =
ni−1 exp[−∆Ei,i−1/(kT )] where i = 1. Here g0 = g1 = 1
for v=0 and 1, respectively, and ∆E10/k ≃ 5860 K (Hol-
lenbach & McKee 1979). Then we estimate nH2

for a
given rotational energy level J in a vibrational level i by
nJ = nJ′ (gJ/gJ′) exp[−∆EJ,J′/(kT )]. The fractions of
the ortho and para states of total nH2

are assumed to be
0.75 and 0.25, respectively, in our calculation.

Fig. 3.— H2 line luminosity vs. dark matter halo mass M at
z = 15. To avoid crowding we select the first eight strongest lines
to show here. In our calculations we find that the 0-0S(3) is the
most luminous line, while lines such as 0-0S(5), 1-0S(1), 1-0Q(1)
and 1-0O(3), are comparable for high halo masses.

In Fig. 3, we show H2 luminosity of several lines as
a function of the halo mass at z = 15. In these lines,
we find that the rotational line 0-0S(3) at a rest-frame
wavelength of 9.66 µm is the most luminous one. Other
lines, such as 0-0S(5), 1-0S(1), 1-0Q(1) and 1-0O(3), are
also strong for halos with high mass (see also Table 1). As
can be seen, for low halo masses withM ! 105 M⊙/h, the
rotational lines are stronger than the vibrational lines.

This is caused by the fact that the halos with low masses
have lower mean gas temperature than the massive halos,
and the rotational cooling is stronger than the vibrational
cooling in such halos, as indicated by Fig.1.

4. H2 INTENSITY AND POWER SPECTRUM

Given the relation between H2 luminosity and the dark
matter halo mass, the mean intensity of the H2 lines can
be expressed as (Visbal & Loeb 2010; Gong et al. 2011)

ĪH2
(z) =

∫ ∞

Mmin

dM
dn

dM
(M, z)

LH2
(M, z)

4πD2
L

y(z)D2
A , (9)

where we choose Mmin = 10 M⊙/h, dn/dM is the halo
mass function (Sheth & Tormen 1999), y(z) = dχ/dν =
λH2

(1 + z)2/H(z) when χ is the comoving distance and
λH2

is the wavelength of H2 lines in the rest frame. Our
results are not strongly sensitive to the exact value of
minimum halo mass. If we increase the minimum halo
mass to the level of 106 M⊙/h, the mean intensity we
present here decrease by a factor of ∼ 2 for all H2 lines.

Fig. 4.— The mean intensity of H2 lines as a function of redshift
z. The blue region is the uncertainty of the intensity of 0-0S(3) line
which is estimated from uncertainties on the gas temperature and
fH2

shown on the left panel of Fig.2. We find the 0-0S(3) line is the
most luminous line for 10 ≤ z ≤ 30, and the slopes of the relations
for the vibrational lines are generally steeper than the rotational
lines. Note that for 5 ≤ z ≤ 10 we do not consider the dissociation
effect of the molecular hydrogen by Pop II and Pop III stars.

In Fig. 4, we show the mean intensity of the eight
strongest H2 lines as a function of redshift z. The un-
certainty in the intensity of the 0-0S(3) line is shown
with the shaded blue region, which is derived from un-
certainties in the gas temperature and fH2

in the left
panel of Fig.2. We find that the mean intensity of the
0-0S(3) rotational line is the strongest for 10 ≤ z ≤ 30.
This is because the 0-0S(3) line is the most luminous line
for low-mass halos, which have a higher number density
and dominate the halo distribution at z = 15. Also,
the slopes of the intensity-redshift relation for the vibra-
tional lines are steeper than that of the rotational lines,

5

Fig. 5.— Left: The H2 clustering auto power spectrum at z = 15. Eight brightest lines are selected to show here. The blue region is the
uncertainty on the clustering power spectrum for the 0-0S(3) line and is derived from the uncertainties in the gas temperature and fH2

.
Right: The H2 clustering cross power spectrum at z = 15. Here we choose the strongest 0-0S(3) line to cross correlate with next five strong
lines. The propose cross-correlation effectively eliminates the astrophysical line confusion from low-redshift sources and other mid-IR lines.
The red region shows the uncertainty for 0-0S(3)×0-0S(5), which is also estimated from the uncertainties in the gas temperature and fH2

.

since they have steeper slopes for cooling coefficients with
temperature as shown in Fig. 1. However, we find the
difference in slopes to become smaller for the rotational
lines as J is increased, indicating that the high-J rota-
tional lines have similar slopes with cooling coefficient
when compared to that of the vibrational lines.
We note here that we do not consider the dissociation

effect of the molecular hydrogen by Pop II and Pop III
stars in our calculation. We expect the formation of these
stars to be important at z < 10 and that there would be
significant amount of H2 that should be be dissociated
by the UV photons emitting from the first stars. Thus
H2 emission could be suppressed significantly at z ≤ 10.
At z ∼ 15, there should still be some dissociation but we
ignore it to obtain a safe upper limit estimate on the ex-
pected H2 intensity for experimental planning purposes.
Next we can derive the clustering power spectrum of

the H2 lines, writing the intensity as IH2
(z) = ĪH2

[1 +
bH2

δ(x)]. Here bH2
is the average H2 clustering bias,

which can be estimated from

b̄H2
(z) =

∫∞

Mmin
dM dn

dMLH2
b(M, z)

∫∞

Mmin
dM dn

dMLH2

, (10)

where b(M, z) is the bias factor for dark matter halos
with mass M at z (Sheth & Tormen 1999). The H2
clustering auto power spectrum is then given by

P clus
H2

(k, z) = Ī2H2
b̄2H2

Pδδ(k, z), (11)

where Pδδ(k, z) is the matter power spectrum, which is
obtained from a halo model (Cooray & Sheth 2002). At
a high redshift as z = 15, the structure of matter distri-
bution is extremely linear and the 2-halo term dominates
the power spectrum.
We can also estimate the shot-noise power spectrum

for the H2 lines, which is caused by the discretization of

TABLE 1
The wavelength, ∆J = J − J ′, spontaneous emission

coefficient AJ , mean bias and mean intensity for the H2

rotational and vibrational lines at z = 15.

H2 line λ (µm) ∆J AJ(s−1) b̄H2
ĪH2

(Jy/sr)
0-0S(0) 28.2 +2 2.94× 10−11 2.6+0.4

−0.1 0.08+0.28
−0.06

0-0S(1) 17.0 +2 4.76× 10−10 2.8+0.3
−0.3 1.52+4.87

−0.83

0-0S(2) 12.3 +2 2.76× 10−9 3.0+0.2
−0.3 1.32+2.20

−0.61

0-0S(3) 9.66 +2 9.84× 10−9 3.1+0.2
−0.2 5.90+3.60

−2.64

0-0S(4) 8.03 +2 2.64× 10−8 3.2+0.2
−0.1 1.97+0.94

−0.92

0-0S(5) 6.91 +2 5.88× 10−8 3.3+0.2
−0.2 4.26+2.15

−2.1

0-0S(6) 6.11 +2 1.14× 10−7 3.4+0.2
−0.2 0.78+0.52

−0.40

0-0S(7) 5.51 +2 2.00× 10−7 3.5+0.2
−0.3 1.05+1.02

−0.54

0-0S(8) 5.05 +2 3.24× 10−7 3.6+0.3
−0.6 0.13+0.22

−0.07

0-0S(9) 4.69 +2 4.90× 10−7 3.8+0.2
−0.9 0.13+0.44

−0.07

0-0S(10) 4.41 +2 7.03× 10−7 4.0+0.2
−1.3 0.01+0.11

−0.01

0-0S(11) 4.18 +2 9.64× 10−7 4.2+0.2
−1.6 0.01+0.23

−0.01

1-0S(0) 2.22 +2 2.53× 10−7 3.4+0.2
−0.7 0.24+0.87

−0.12

1-0S(1) 2.12 +2 3.47× 10−7 3.5+0.2
−0.7 0.83+3.06

−0.42

1-0Q(1) 2.41 0 4.29× 10−7 3.4+0.2
−0.5 1.00+1.96

−0.50

1-0O(3) 2.80 -2 4.23× 10−7 3.4+0.2
−0.5 0.99+1.96

−0.50

the spacial distribution of the primordial clouds,

P shot
H2

(z) =

∫ ∞

Mmin

dM
dn

dM

[

LH2

4πD2
L

y(z)D2
A

]2

. (12)

In Table 1, we tabulate the rest-frame wavelength,
∆J = J −J ′, spontaneous emission coefficient AJ , mean
bias and mean intensity for 13 rotational and 4 vibra-
tional lines at z = 15. The uncertainties of the mean
bias and intensity are evaluated by the uncertainty of
the gas temperature and fH2

from the simulations. We
find that the mean intensity of the 0-0S(3) rotational line
at a rest wavelength of 9.66 µm is the strongest among
these lines, with a value of around 6 Jy/sr and a range
from 3 to 10 Jy/sr. The other rotational lines such as 0-
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Fig. 6.— The auto power spectrum of the 0-0S(3) line (left panel) and the cross power spectrum of the 0-0S(3)×0-0S(5) (right panel)
at z = 12 with the errors estimated for a SPICA/BLISS-like and 10× better SPICA/BLISS-like surveys in each plot. The noise power
spectrum and shot-noise power spectrum are shown in long-dashed and dotted lines, respectively.

0S(5), 0-0S(4), 0-0S(1) and 0-0S(2) are also bright with
total intensities of ∼ 4.3, 2.0, 1.5 and 1.3 Jy/sr, respec-
tively, at z = 15. The vibrational lines 1-0S(1), 1-0Q(1)
and 1-0O(3) have low mean intensities at the level of
0.83, 1.0 and 0.99 Jy/sr, respectively. The mean bias
factor of these lines lies between 2.6 (for 0-0S(0)) and 4.2
(for 0-0S(11)), and the bias factors of the rotational lines
at higher rotational energy level are higher than that at
lower level. This is because the lines with high J are
stronger at higher mass halos where the temperature is
larger.
In the left panel of Fig. 5, the clustering auto power

spectrum of eight H2 lines at z = 15 are shown. We find
that the shot noise power spectrum Pshot is relatively
small compared to the clustering power spectrum Pclus,
and would not affect the Pclus at the scales of interest.
This is easy to understand if we notice that the halo mass
function is dominated by halos with low masses which are
more abundant.
We also calculate the cross correlation between two dif-

ferent H2 lines. Such a cross-correlation will reduce the
astrophysical contamination from the other sources, such
as low-redshift emission lines from star-forming galaxies,
including 63 µm [OI] and 122 µm [NII], among others.
At z ∼ 15, the dominant rotational line 0-0S(3) would be
observed at a wavelength of 155 µm. Such a line would be
contaminated by, for example, z ∼ 0.3 galaxies emitting
[NII]. Thus the auto power spectrum would be higher
than what we have predicted given that the line intensi-
ties of [NII] are higher than H2 lines. To avoid this as-
trophysical line confusion we propose a cross-correlation
between two rotational or rotational and vibrational lines
of the H2 line emission spectrum.
The cross clustering and shot-noise power spectrum for

such two H2 lines i and j can be evaluated as

P ij
clus = ĪiH2

ĪjH2
b̄iH2

b̄jH2
Pδδ (13)

and

P ij
shot =

∫ ∞

Mmin

dM
dn

dM

Li
H2

4πD2
L

Lj
H2

4πD2
L

yi(z)D2
Ay

j(z)D2
A ,

(14)
respectively. From these equations, we find that the the
cross power spectrum should have a similar magnitude
to the auto power spectrum. The clustering cross power
spectra P clus

ij for several H2 lines at z = 15 are shown
in the right panel of Fig. 5. We choose the strongest
0-0S(3) line to cross correlate with the other 5 bright
lines, i.e. 0-0S(1), 0-0S(2), 0-0S(4), 0-0S(5) and 1-0Q(1).
We find that the 0-0S(3)× 0-0S(5) is the largest cross
power spectrum since they are brightest two lines. At
z ∼ 15, then we would be cross-correlating the wave-
length regimes around 110 and 155 µm. A search for
mid-IR lines revealed no astrophysical confusions from
low redshifts that overlap in these two wavelengths at
the same redshift. Thus, while low redshift lines will
easily dominate the auto power spectra of H2 lines, the
cross power spectrum will be independent of the low-
redshift confusions. In addition to reducing the astro-
physical confusions, the cross power spectra also have the
advantage that it can minimize instrumental systematics
and noise, depending on the exact design of an experi-
ment.

5. DETECTABILITY

In this section we investigate the possibility to detect
these lines based on current or future instruments. We
assume a SPICA-like 1 survey with 3.5 m aperture diam-
eter, 0.1 deg2 survey area, 10 GHz band width, R=700
frequency resolution, 100 spectrometers, and 250 hours
total integration time and noise per detector σpix =
106 Jy

√
s/sr at 100 µm. Such an instrument corresponds

to the latest design of the mid-IR spectrometer, BLISS,
from SPICA (Bradford et al. 2010).

1 http://sci.esa.int/science-e/www/area/index.cfm?fareaid=105
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Fig. 6.— The auto power spectrum of the 0-0S(3) line (left panel) and the cross power spectrum of the 0-0S(3)×0-0S(5) (right panel)
at z = 12 with the errors estimated for a SPICA/BLISS-like and 10× better SPICA/BLISS-like surveys in each plot. The noise power
spectrum and shot-noise power spectrum are shown in long-dashed and dotted lines, respectively.

0S(5), 0-0S(4), 0-0S(1) and 0-0S(2) are also bright with
total intensities of ∼ 4.3, 2.0, 1.5 and 1.3 Jy/sr, respec-
tively, at z = 15. The vibrational lines 1-0S(1), 1-0Q(1)
and 1-0O(3) have low mean intensities at the level of
0.83, 1.0 and 0.99 Jy/sr, respectively. The mean bias
factor of these lines lies between 2.6 (for 0-0S(0)) and 4.2
(for 0-0S(11)), and the bias factors of the rotational lines
at higher rotational energy level are higher than that at
lower level. This is because the lines with high J are
stronger at higher mass halos where the temperature is
larger.
In the left panel of Fig. 5, the clustering auto power

spectrum of eight H2 lines at z = 15 are shown. We find
that the shot noise power spectrum Pshot is relatively
small compared to the clustering power spectrum Pclus,
and would not affect the Pclus at the scales of interest.
This is easy to understand if we notice that the halo mass
function is dominated by halos with low masses which are
more abundant.
We also calculate the cross correlation between two dif-

ferent H2 lines. Such a cross-correlation will reduce the
astrophysical contamination from the other sources, such
as low-redshift emission lines from star-forming galaxies,
including 63 µm [OI] and 122 µm [NII], among others.
At z ∼ 15, the dominant rotational line 0-0S(3) would be
observed at a wavelength of 155 µm. Such a line would be
contaminated by, for example, z ∼ 0.3 galaxies emitting
[NII]. Thus the auto power spectrum would be higher
than what we have predicted given that the line intensi-
ties of [NII] are higher than H2 lines. To avoid this as-
trophysical line confusion we propose a cross-correlation
between two rotational or rotational and vibrational lines
of the H2 line emission spectrum.
The cross clustering and shot-noise power spectrum for

such two H2 lines i and j can be evaluated as

P ij
clus = ĪiH2

ĪjH2
b̄iH2

b̄jH2
Pδδ (13)

and

P ij
shot =

∫ ∞

Mmin

dM
dn

dM

Li
H2

4πD2
L

Lj
H2

4πD2
L

yi(z)D2
Ay

j(z)D2
A ,

(14)
respectively. From these equations, we find that the the
cross power spectrum should have a similar magnitude
to the auto power spectrum. The clustering cross power
spectra P clus

ij for several H2 lines at z = 15 are shown
in the right panel of Fig. 5. We choose the strongest
0-0S(3) line to cross correlate with the other 5 bright
lines, i.e. 0-0S(1), 0-0S(2), 0-0S(4), 0-0S(5) and 1-0Q(1).
We find that the 0-0S(3)× 0-0S(5) is the largest cross
power spectrum since they are brightest two lines. At
z ∼ 15, then we would be cross-correlating the wave-
length regimes around 110 and 155 µm. A search for
mid-IR lines revealed no astrophysical confusions from
low redshifts that overlap in these two wavelengths at
the same redshift. Thus, while low redshift lines will
easily dominate the auto power spectra of H2 lines, the
cross power spectrum will be independent of the low-
redshift confusions. In addition to reducing the astro-
physical confusions, the cross power spectra also have the
advantage that it can minimize instrumental systematics
and noise, depending on the exact design of an experi-
ment.

5. DETECTABILITY

In this section we investigate the possibility to detect
these lines based on current or future instruments. We
assume a SPICA-like 1 survey with 3.5 m aperture diam-
eter, 0.1 deg2 survey area, 10 GHz band width, R=700
frequency resolution, 100 spectrometers, and 250 hours
total integration time and noise per detector σpix =
106 Jy

√
s/sr at 100 µm. Such an instrument corresponds

to the latest design of the mid-IR spectrometer, BLISS,
from SPICA (Bradford et al. 2010).

1 http://sci.esa.int/science-e/www/area/index.cfm?fareaid=105

Molecular Hydrogen tracing primordial cooling sites/halos

Gong et al. 2012, ApJ  
arXiv:1212.2964
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B-Mode Fundamentals 

Signal is faint 
Foregrounds are bright 
Everything is confusing 

WMAP 23 GHz 
Polarization 

Requirements for B-Mode Detection 
•  Sensitivity 
•  Foreground Subtraction 
•  Systematic Error Control 



Foreground Subtraction 

Sensitivity plus broad frequency coverage 
       Foreground S/N > 100 in each pixel and freq bin 
       Spectral index uncertainty ±0.001 in each pixel 
       Dust physics to inform foreground subtraction 

Spectral coverage spanning 7+ octaves 
        Polarized spectra from 30 GHz to 6 THz 
       400 channels to fit 15 free parameters 
       Foreground noise penalty only 2% 

15 GHz spectral resolution;
1-3 degree beam on the sky
all-sky



PIXIE Nulling Polarimeter 

Measured Fringe Pattern  
Samples Frequency Spectrum  

of Polarized Sky Emission 

Nulling Polarimeter: Zero = Zero 
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Kogut et al. 2011, JCAP, 7, 025  
Kogut et al. 2011, SPIE, 7731, 77311S 



Solving the Foreground Puzzle 

Phase delay L sets channel width 
Δν = c/L = 15 GHz 

Number of samples sets frequency range 
νi = 15, 30, 45, ... (N/2)*Δν"

Example: 
24 samples during fringe sweep 
12 channels 15 GHz to 180 GHz 

But why stop there? 



Solving the Foreground Puzzle 

Phase delay L sets channel width 
Δν = c/L = 15 GHz 

Number of samples sets frequency range 
νi = 15, 30, 45, ... (N/2)*Δν"

Sample more often: Get more frequency channels! 

390 more channels to 6 THz 



Blackbody Calibrator Adds Spectrum Science 
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Calibrator blocks “A” beam: Fringes measure ΔI + [Q,U]  

Calibrator stowed: Fringes measure [Q,U] only  

Calibrator blocks “B” beam: Fringes measure -ΔI - [Q,U]  
Partially-assembled 
blackbody calibrator 

Flip sign:  
Hot vs cold calibrator 

Flip sign:  
A vs B beam 

Blackbody Spectral Distortion! 
1000 Times More Sensitive Than COBE/FIRAS 



Secondary Science: Cosmic Infrared Background 

Thermal Dust Emission from z ~ 1--3 
•  Monopole: Galaxy Evolution 
•  Dipole: Bulk Motion 
•  Anisotropy: Matter power 
spectrum 

PIXIE noise is down here! 

Broad frequency coverage over CIB 
peak 

•  Complement Herschel, Planck 

Knox et al. 2001 
Fixsen & Kashlinsky 2011 



Secondary Science: Interstellar Medium 

400 Spectral Maps 
Stokes I, Q, U 
Δν = 15 GHz 

Continuum Emission 
•  Synchrotron, Dust 

Line Emission 
•  CO, C+, N+, O, … 

Dust Physics 
•  Silicate vs carbonaceous dust 
•  Large-scale magnetic field 

Diffuse ISM 
•  Temperature, Density  
•  Energy Balance 
•  Metalicity 

CO 3-2 

CO 2-1 

CO 1-0 

Dust Continuum 
C+ 

N+ 

OI 

Synch Continuum 

Extremely Rich Data Set! 

PIXIE is a great instrument for CMB sciences, cm and mm-wave polarization, all-sky 
-> Galactic sciences. Improve EBL spectrum over FIRAS. 

For extragalactic sciences lacks spatial and spectral resolution.  
Even impossible to do “intensity mapping”.



Asantha Cooray, UC Irvine                                                                                                                                                Far-infrared June 2015

Summary

Things to do and some science list

Wish list: 1000 deg2, 60-600 microns, 12 arcsec resolution at 250 um 

Some interesting sciences: 

(a) Molecular Hydrogen pre-reionization at z ~15 (especially in a 
deep survey of galaxy clusters for example - Appleton talk 
tomorrow). Or as intensity mapping. 

(b)OI at z > 6 to combine with mm-wave CII etc 

(c) Galaxy clustering, 3D spectral line intensity fluctuations 
centered around z of 2-3 

(d) rare sources (lensed galaxies) with automatic redshifts 

(e) galaxy proto-clusters at z > 2 


