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Community 
Participation 
Program (CPP):
• Multi-institutional team 

of astronomers and 
technologists; externally-
funded

• Contacts:
• Max Millar-Blanchaer & 

Jason Wang: DRP CPP 
working group co-leads

Project Science (PS) 
team:
• JPL and GSFC 

astronomers on the CGI 
team

• Contacts:
• Marie Ygouf: PS Product 

Delivery Lead 
• Vanessa Bailey: 

Instrument Technologist 
/ CPP co-chair

Coronagraph 
Technology Center 
(CTC):
• JPL personnel staffing the 

Functional Testbed and 
CGI Ground Software 
(GSW) support

• Contacts:
• Tim Koch: CTC lead
• Cynthia Wong: CTC GSW 

lead

Science Support 
Center (SSC):
• IPAC personnel 

supporting observation 
planning, operations, and 
data archiving

• Contacts:
• Alexandra (Alex) 

Greenbaum
• Jim Ingalls

Introduction – Stakeholders and Project Organization

• Roman Coronagraph Data Reduction 
Pipeline (DRP) Development: 
– ~20 active developers and consultants from 

12 different institutions
– Bi-weekly meetings
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Introduction - Pipeline Objectives

To Level 4 data

Anche et al. 
2023

Ygouf et al. 
2022

Ygouf et al. 
2021

Scope 

Produce a tool that 
processes Roman 

Coronagraph EXCAM raw 
Level 1 frames and 
deliver L2 - L4 data 

products to the Roman 
Science Support Center 

(SSC) 
 for public archiving
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Level 0 (L0)

•Collection of packetized 
data. Data products include 
the instrument and 
observatory telemetry and 
the raw packetized stellar 
and calibrated target data 
received at the ground 
stations.

Level 1 (L1)

•The L0 CGI data are 
combined with the 
formatted engineering 
telemetry and appropriate 
metadata to generate L1 
data. L1 data (imaging and 
spectroscopic) are 
formatted into 2D FITS (or 
equivalent) images. 

•The L1 data generated by 
the SSC are stored in the 
DAE and transmitted to the 
SOC for ingestion into the 
Roman archive.

Level 2a (L2a)

•The L1 data files undergo a 
first round of image 
calibration to produce L2a 
data. 

•A modified version of the 
L2a II&T pipeline for on-sky 
data processing will be 
delivered by the Project 
Science (PS) + Community 
Participation Program (CPP) 
teams to the CTC

•These data, including the 
relevant calibration 
reference files are 
generated by the CTC in the 
Data Analysis Environment 
(DAE). Data are validated for 
format, naming convention 
and data quality by the 
CDMS, and delivered to the 
SOC for ingestion into the 
Roman archive.

Level 2b (L2b)

•The L2a data files undergo a 
second round of image 
calibration to produce L2b 
data. Photon-counted data 
are coadded to build up 
enough flux to allow 
application of the additional 
calibration corrections (eg: 
flatfield). 

•A modified version of the 
L2b II&T pipeline for on-sky 
data processing will be 
delivered by the Project 
Science (PS) + Community 
Participation Program (CPP) 
teams to the CTC. 

•The L2b data are generated 
by the CTC in the DAE. L2b 
data are validated by the 
CDMS and delivered to the 
SOC for ingestion into the 
Roman archive.

Level 3 (L3)

•L2b data are normalized by 
exposure time. Polarimetry 
images are refactored into 
FITS files with one 
polarization state in the 
primary image and the 
orthogonal state in the first 
image extension.  World 
Coordinate System solutions 
are added to imaging and 
polarimetry data. Single 
object spectra will be 
wavelength calibrated, and 
metadata specific to the slit 
observations will be added 
to the headers (type of slit 
aperture, position of the 
slit, etc). 

•The pipeline for on-sky data 
processing will be delivered 
by PS + CPP to the CTC. 

•The L3 data are generated 
by the CTC in the DAE. L3 
data are validated by the 
CDMS and delivered to the 
SOC for ingestion into the 
Roman archive.

Level 4 (L4)

•L4 data are distortion-
corrected (if applicable), 
PSF-subtracted (if 
applicable), aligned, and 
combined. 

•The pipeline for on-sky data 
processing will be delivered 
by PS + CPP to the CTC. 

•The L4 data are generated 
by the CTC in the DAE. L4 
data are validated by the 
CDMS and delivered to the 
SOC for ingestion into the 
Roman archive.

Tech Demo Analysis (TDA)

•These are products of 
observation analysis (e.g.: 
photometry, spectra, or 
detection limits) in physical 
units (e.g., magnitudes, nm, 
arcsec, and flux ratio 
noise). These products are 
used to verify TTR5 and to 
interpret astrophysical 
object observations. 

•The pipeline for data 
processing will be delivered 
by PS + CPP to the CTC. 

•Tech Demo Analysis 
Products are generated by 
the CTC in the DAE. Tech 
Demo Analysis Products are 
not validated by CDMS nor 
archived.

Pipeline Requirements – Data Levels

DRP requirements span those data levels

Not a requirement 
and no formal 

archiving at SSC

L1 data produced 
by SSC 

Packetized data
Raw imaging and 

spectroscopic 
images

Calibrated 
image

Single image, 
normalized by 

exposure time, with 
WCS provided

Final combined image for 
entire observing 
sequence. PSF-

subtracted, if applicable.

Analysis results 
used to verify 

TTR5
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Pipeline Requirements

TTR5 on-sky data processing (narrow FOV imaging data only)

• R3.0.1 – Fall 2024
q 1189255 L1 -> L2a processing (common for all EXCAM data)
q 1115535 Analog L2a -> L2b processing

• R3.0.2 – Spring 2025
q 1077735 Photon-counted L2a -> L2b processing
q 1077736 L2b -> L3 processing
q 1077737 PSF-subtracted L3 -> L4 processing
q 1115536 PSF-subtracted L4 processing to analysis products
q 1115537 Per-object L3 -> L4 processing
q 1115538 Per-object L4 processing to analysis products

Goal Modes On-Sky Data Processing

• R3.0.1 – Fall 2024
q 1090895 Prism dispersion scale and orientation
q 1090896 Wavelength solution
q 1090897 Slit calibration
q 1090898 Line spread function

• R3.1 – Fall 2025
q 1090891 Polarization flat-field
q 1090892 Polarization absolute flux calibration
q 1090893 Stokes vectors
q 1090894 Mueller matrix

Calibration Reference Data

• R3.0.1 – Fall 2024
q 1050914 Location for Boresight Calibration
q 1050915 Orientation for Boresight Calibration
q 1090871 Flat field
q 1090880 Charge transfer inefficiency correction
q 1050922 EXCAM fixed bad pixel maps
q 1090879 Compute trap parameters
q 1090867 per-pixel fixed pattern noise map
q 1090868 per-pixel dark current map
q 1090869 per-pixel clock induced charge CIC map
q 1090870 median fixed-pattern and CIC residual
q 1050921 Compute synthetic master dark
q 1090872 K-gain
q 1090873 Photon transfer curve
q 1159970 Nonlinearity map

• R3.0.2 – Spring 2025
q 1090874 Absolute flux calibration
q 1090876 ND filter sweet-spot
q 1090877 Computation of localized optical density
q 1090878 Distortion map
q 1090881 Individual core throughput PSFs
q 1090882 Postprocessing for mask center location
q 1090883 Core throughput map
q 1090884 Core throughput dataset
q 1159971 Astrophysical plate scale
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• II&T version of Data Reduction Pipeline
– Scope: Produce a tool so that Verification Activity (VA) owners can produce their own analog L2a and 

optionally L2b EXCAM data for II&T (Higher-level data products–level 3 and above–are neither needed nor 
have an application during this II&T)

– Encompasses L1 to L2b wrapper and associated functions
– L0 to L1 conversion is SSC responsibility
– Github repo 
– Use of docker images/containers 
– Testing and validation framework (VIs/PBATs) 

• see Tim’s presentation on V&V

• On-sky DRP (nicknamed CorGI) built on this legacy but presents some architecture differences
– Work is needed to:

• Port the existing functions into the new architecture
• Build associated docker image
• Develop:

– L2 to L4 functions and wrapper, calibration functions, and associated testing and validation framework

Pipeline Architecture - II&T Legacy
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• Production vs standalone software (CorGI)

Pipeline Architecture – DRP into context

Courtesy of 
Tim Koch

corgidrp

Class C software critical to the operations of 
the instrument. “If this ain’t working, we can’t 
use CGI” (some L1-L3 calibration functions)

Class D software is important to the success 
of the instrument but is not required for 
operations (L3+ and associated calibrations) 
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• Production vs standalone software (CorGI)

Pipeline Architecture – DRP into context

Courtesy of 
Tim Koch

corgidrp

Class C software critical to the operations of 
the instrument. “If this ain’t working, we can’t 
use CGI” (some L1-L3 calibration functions)

Class D software is important to the success 
of the instrument but is not required for 
operations (L3+ and associated calibrations) 
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• DRP standalone software architecture (CorGI)
– Hosted on public github: 

• https://github.com/roman-corgi/corgidrp 

Pipeline Architecture

Millar-Blanchaer et al. 2024
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• Interfaces for DRP production software

Pipeline Architecture
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Pipeline Testing and Validation
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R3.0.1 

R3.0.2

R3.1

R3.2: Launch 
version

Releases Schedule - Timeline

Fall 2024 Spring 2025 Fall 2025 Spring 2026



13August 26-27, 2024 CGI Test Results Info Session

R3.0.1
 TTR5 L1 to L2b processing 
+ Spectroscopy functions (Goal 
mode) 
+  Subset of calibration 
functions
• 2024 Sept 23: GFSC & CPP to PS
• 2024 Oct 01: PS to CTC
• 2024 Dec 18: CTC to SSC

R3.0.2
TTR5 Photon-counted L2a to L2b 
processing 

+ TTR5 L2b to L4 processing 
+ Remaining calibration functions
• 2025 Apr 1: CPP to PS
• 2025 Apr 14: PS to CTC
• 2025 May 26: CTC to SSC
• note: L1 headers are expected to be 

finalized by June 2025 (SSC R3.0)

R3.1 
Polarimetry functions (Goal 
mode)
• 2025 Sept 25: CPP to PS
• 2025 Oct 9: PS to CTC
• 2025 Nov 20: CTC to SSC

R3.2
Launch version

• 2026 Mar 3: CPP to PS
• 2026 Mar 17: PS to CTC
• 2026 Apr 28: CTC to SSC

Releases Schedule - Details

Fall 2024 Spring 2025 Fall 2025 Spring 2026
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Release R3.0.1 - Progress Update
R3.0.1

 TTR5 L1 to L2b processing 
+ Spectroscopy functions (Goal 
mode) 
+  Subset of calibration 
functions
• 2024 Sept 23: GFSC & CPP to PS
• 2024 Oct 01: PS to CTC
• 2024 Dec 18: CTC to SSC

R3.0.2
TTR5 Photon-counted L2a to L2b 
processing 

+ TTR5 L2b to L4 processing 
+ Remaining calibration functions
• 2025 Apr 1: CPP to PS
• 2025 Apr 14: PS to CTC
• 2025 May 26: CTC to SSC
• note: L1 headers are expected to be 

finalized by June 2025 (SSC R3.0)

R3.1 
Polarimetry functions (Goal 
mode)
• 2025 Sept 25: CPP to PS
• 2025 Oct 9: PS to CTC
• 2025 Nov 20: CTC to SSC

R3.2
Launch version

• 2026 Mar 3: CPP to PS
• 2026 Mar 17: PS to CTC
• 2026 Apr 28: CTC to SSC

Fall 2024

• July 2023 - CPP selection announcement - COMPLETED
• 10/19/2023 - First CPP Full team meeting - COMPLETED 
• 1/16/2024 - First CPP DRP working group meeting - COMPLETED
• 2/7-9/2024 - First CPP in-person meeting - COMPLETED
• 6/30/2024 - CPP Internal delivery of L1 to L2b processing step functions 

- COMPLETED
• 7/22/2024 - CPP Internal delivery of calibration functions - COMPLETED 
• 7/25/2024 - Initial delivery of L1 to L2a processing wrapper to CTC - 

COMPLETED 
• 7/31/2024 - Successful porting of II&T L1 to L2b to DRP architecture - 

COMPLETED
• 8/31/2024 - GFSC delivery of spectroscopy functions to CPP
• 9/9/2024 - Complete integration and end-to-end testing of L1 to L2b 

processing and calibration functions
• 9/23/2024 – GFSC & CPP delivery of R3.0.1 to PS
• 10/01/2024 – PS delivery of R3.0.1 to CTC
• 11/13/2024 – 12/4/2024 - VnV Test campaign 
• 12/4/2024 – 12/14/2024 – Data Review
• 12/18/2024 – CTC delivery of R3.0.1 to SSC
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• Successful porting of II&T L1 to L2b to DRP architecture:

Release R3.0.1 - Progress Update

Figure produced by Jason Wang on 7/31:
corgidrp produces the **exact** same output as the TVAC 

pipeline
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Release R3.0.1 - Next steps
R3.0.1

 TTR5 L1 to L2b processing 
+ Spectroscopy functions (Goal 
mode) 
+  Subset of calibration 
functions
• 2024 Sept 23: GFSC & CPP to PS
• 2024 Oct 01: PS to CTC
• 2024 Dec 18: CTC to SSC

R3.0.2
TTR5 Photon-counted L2a to L2b 
processing 

+ TTR5 L2b to L4 processing 
+ Remaining calibration functions
• 2025 Apr 1: CPP to PS
• 2025 Apr 14: PS to CTC
• 2025 May 26: CTC to SSC
• note: L1 headers are expected to be 

finalized by June 2025 (SSC R3.0)

R3.1 
Polarimetry functions (Goal 
mode)
• 2025 Sept 25: CPP to PS
• 2025 Oct 9: PS to CTC
• 2025 Nov 20: CTC to SSC

R3.2
Launch version

• 2026 Mar 3: CPP to PS
• 2026 Mar 17: PS to CTC
• 2026 Apr 28: CTC to SSC

Fall 2024

• July 2023 - CPP selection announcement - COMPLETED
• 10/19/2023 - First CPP Full team meeting - COMPLETED 
• 1/16/2024 - First CPP DRP working group meeting - COMPLETED
• 2/7-9/2024 - First CPP in-person meeting - COMPLETED
• 6/30/2024 - CPP Internal delivery of L1 to L2b processing step functions 

- COMPLETED
• 7/22/2024 - CPP Internal delivery of calibration functions - COMPLETED
• 7/25/2024 - Initial delivery of L1 to L2a processing wrapper to CTC - 

COMPLETED 
• 7/31/2024 - Successful porting of II&T L1 to L2b to DRP architecture - 

COMPLETED
• 9/9/2024 – Complete integration and end-to-end testing of L1 to L2b 

processing and calibration functions
• 9/23/2024 – CPP delivery of R3.0.1 to PS
• 9/30/2024 – GSFC delivery of spectroscopy functions to CPP
• 10/01/2024 – PS delivery of R3.0.1 to CTC
• 11/12/2024 – CTC release of docker image
• 11/13/2024 – 12/4/2024 – VnV Test campaign 
• 12/4/2024 – 12/14/2024 – Data Review
• 12/18/2024 – CTC delivery of R3.0.1 to SSC
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• Roman Coronagraph DRP built on II&T Legacy
• Progress so far:

– CPP ramped up earlier this year and provided their first interim delivery to CTC in July and second in 
August

– Successful preliminary result from porting pipeline 
• Huge thanks to developers and stakeholders for their work so far!
• Great deal of work ahead until launch and very good start

Summary
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Back-up charts
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Pipeline requirements

• L4 parents
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Pipeline requirements

• TTR5 on-sky data processing (narrow FOV imaging data only)
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• Calibration of EXCAM on-sky pointing

• Astrometric calibration

Pipeline requirements
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Pipeline requirements

• Flat fields calibration

• Calibration of K-gain/Nonlinearity
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Pipeline requirements

• Absolute flux calibrations
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Pipeline requirements

• Absolute flux calibrations
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Pipeline requirements

• Core throughput calibrations
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Pipeline requirements

• Dark frames
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Pipeline requirements

• Trap pumping data

• Bad pixel maps



28August 26-27, 2024 CGI Test Results Info Session

Pipeline requirements

• Polarimetric Calibrations
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Pipeline requirements

• Spectroscopic Calibrations
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1. Given a list of L1 fits files and the associated CPGS xml, the DRP must identify, populate, and 
execute the appropriate recipe from the list of recipes in Table 1.
1. Given a list of locally-available calibration files, the DRP must automatically identify which calibration files 

should be used to populate the recipe file or identify that the appropriate calibration files are not present 
locally

2. The DRP must produce calibration files from L1 FITS files from calibration sequences.
2. The DRP must store the history of data reduction steps in the header of any output files.

1. The DRP must record the calibration files used in the header of processed files

3. Other users (including those beyond the CTC) should be able to create their own recipe files for 
other use cases beyond those listed in Table 1.

“Unofficial” Pipeline Requirements



31August 26-27, 2024 CGI Test Results Info Session

Introduction - Pipeline Objectives

Going from
To

No 
MUF

MUF
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Outline

• Introduction
– Pipeline objectives
– Stakeholders PS/CTC/SSC/CPP and project organization

• Overall Implementation Strategy of the DRP
– Pipeline requirements

• Data Levels
• TTR5 vs Goals vs Calibration Products Requirements 

– Architecture
• II&T Legacy 
• Putting DRP into context  - Production vs standalone software
• Standalone software architecture
• Interfaces for production software

– Testing and Validation
• Roadmap and Next Steps

– Releases schedule
– Details of current and future releases
– Progress update

• Summary


