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Roadmap to being better than the sum of our parts

• Why is coordination important? 


• Who will be working together?


• What are synergistic observations?


• When do we need to work on this?


• Where?


• How can we make this happen?
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Why is coordination important?
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Why is coordination important? 

1. Unique information


2. Photometric calibration


3. Host-galaxy redshifts


4. Spectroscopy of transients


5. NIR light curves


6. Selection functions


7. Forced-position photometry 


8. Artificial source injection
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Fig. 1.— Display of key characteristics for transient surveys used in our analysis. Left panel shows the depth per night per filter. Middle
panel shows the mean gap between repeat observations in a single filter. Right panel shows the survey area covered each observing-year.

TABLE 1
Summary Information for Each Survey.

Survey Filters Depths Cadencesa Areab Durationc Citationd

[5� mag] [Days] [Sq. Deg] [Years]
SDSS ugriz 21.8, 22.9, 22.5, 22. 2.2, 2.2, 2.2, 2.2 300 2 Frieman et al. (2008)
SNLS griz 26.1, 25.4, 24.8, 23.8 8.8, 6.3, 5.3, 8.5 4 5 Astier et al. (2006)
PS1 griz 23.4, 23.2, 23.4, 22.8 8.8, 8.7, 8.2, 6.3 70 4 Scolnic et al. (2014)
DES griz 24.0, 23.9, 23.7, 23.5 6.8, 6.4, 6.3, 6.5 27 5 Kessler et al. (2015)
ASAS-SN V 17.5 2 15000 5 Shappee et al. (2014)
SMT gr 20.6, 20.4 17.4, 14.9 11000 5 Scalzo et al. (2017)
ATLAS co 20.3, 20.3 1.3, 1.3 11000 5 Tonry (2011)
ZTF gr 20.5, 20.5 3.0, 3.0 15000 5 Bellm (2014)
LSST DDF ugrizy 24.8, 25.4, 25.6, 25.1, 24.7, 23.3 5, 6, 7, 7, 7, 7 40 10 LSST Science Collab et al. (2009)
LSST WFD ugrizy 23.2, 24.8, 24.5, 23.8, 22.5, 21.7 30, 35, 18, 19, 21, 18 18000 10 LSST Science Collab et al. (2009)
WFIRST RZY JHF 26.2, 25.7, 25.6, 25.5, 25.4, 24.9 5, 5, 5, 5, 5 45 2 Hounsell et al. (2017)
aMean duration between return visits in each filter.
bTotal amount of sky area covered per year.
cTotal number of years per survey.
dDescribes observation history or characteristics.

The second requirement explicitly rejects long-lived light
curves. The last two requirements reject events that peak
before or after the survey time window.

4. RESULTS

The predicted number of KN detections for each sur-
vey is given in Table 2. In all of the existing data sam-
ples (SDSS, SNLS, PS1, DES, SMT), the expected num-
ber of events is well below unity, although the expected
number is ⇠ 0.7 if the KN totals from these 4 surveys
are combined. Despite the wide variety of area, cadence
and depth, the predicted number of detections in SDSS,
SNLS, PS1, DES are all within a factor of ⇠ 2.
For future surveys, the estimated rate is larger. As

TABLE 2
Expected number of KNe found in each sample.

Survey KN Redshift
Survey # KNea Years Range
SDSS 0.13 2 0.02� 0.05
SNLS 0.11 4 0.05� 0.20
PS1 0.22 4 0.03� 0.11
DES 0.26 5 0.05� 0.20
ASAS-SN < 0.001 3 —
SMT 0.001 5 0.01� 0.01
ATLAS 8.3 5 0.01� 0.03
ZTF 10.6 5 0.01� 0.04
LSST WFD 69 10 0.02� 0.25
LSST DDF 5.5 10 0.05� 0.25
WFIRST 16.0 2 0.1� 0.8

aTotal for entire duration of survey.

Each survey has unique information

1. Depth


2. Filter coverage


3. Temporal sampling


4. Sky location/area

Scolnic, Kessler, Brout, et al. 20176



Photometric calibration
• The uncertainty in the flux standards, and hence, the photometric zero points are a 

large systematic uncertainty when measuring Dark Energy with Type Ia supernovae.


• Coordinated stellar calibration networks allow for improvements via cross survey 
calibrations

compare each strategy, assessing how successful they are at
constraining dark-energy models, via their FoM values. We
also examine the details of these strategies, such as redshift
distribution of SNeIa, and suggest how they may be improved.

Using the “optimistic” systematic uncertainties described above,
we have evaluated the impact of each uncertainty on each strategy,
the results of which are presented in Figure 12, with Table 13
listing the FoMstat, FoMtot,curr, and FoMtot,opt values determined
for each case. For completeness, the FoM values presented here are
calculated using the original version of CosmoMC, where the full
set of Planck likelihoods is used.

Figure 12 shows that these strategies result in a wide range
of FoMstat (211–704) values compared to a much narrower
range of FoMtot,curr (86–169) values.
Examination of strategies that use both the IFC-S and

WFC (e.g., SDT, SDT*, and SDT* Highz) lead to several
important conclusions. The SDT strategy as outlined by
Spergel et al. (2015) results in a lower than expected number
of SNeIa at z<0.6. This decrease in low-z SNe is a result
of the short exposure time within the shallow tier of the
imaging survey and the strict SDT spectrophotometric
selection criteria.

Figure 11. FoMtot when only a single systematic uncertainty is included, as indicated in the figure. The range for each FoMtot spans current (dotted line) to optimistic. The
top and bottom panels include systematic uncertainties for the SDT* (see Section 5.1) and Imaging:Allz strategies (see Section 5.4), respectively. In cases where noise
fluctuations make the FoMtot slightly greater than FoMstat, the FoM is set as FoMstat . Note that the SDT

* results do not include the effect of zero-point uncertainties as this
strategy does not use any imaging to measure distances. Negligible uncertainties (such as beta evolution, K-corrections, MW extinction) are not included.

Figure 12. Predicted dark-energy FoMs for the simulated WFIRST SN survey strategies outlined in Section 5. IFC-S-focused and WFC-focused strategies are
presented in the top and bottom panels, respectively. The gradients for each strategy represent the range of FoMs from FoMtot,curr (dotted lines) to FoMtot,opt . The thick
black lines represent FoMstat. The red dashed vertical line indicates the current FoM value of 32.6 (Alam et al. 2017).
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Host-galaxy redshifts

• Redshifts are necessary for 
many science cases: 
classification, rates, etc.


• For SNIa cosmology, redshifts 
are one of the two fundamental 
quantities we need.


• Determining correct host-galaxy 
isn’t always easy, programs with 
different depths are important, 
and need coordinated follow-up 
programs.

8
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Figure 10. Left: A comparison of galaxy detection e�ciency in both single images (blue) and in coadded images (orange). A
histogram of the magnitudes of the galaxies is shown in filled gray. Right: A scatterplot of the host galaxy redshift taken from
truth files and the redshift of the closest galaxy detected from each SN. Correct assignments arer shown in blue, when the host
is detected but another galaxy is assigned as the host is shown in orange, and when the host is not detected and another galaxy
is assigned as host is shown in green.

with our algorithms. SNe that belong to these galax-563

ies may appear ‘hostless’ (Sullivan et al. 2006) or be564

assigned to a di↵erent galaxy.565

The results of the host galaxy association analysis are566

shown in the right side of Figure 10. There were 489 host567

galaxies in one sample of images. 411 host galaxies are568

detected and correctly identified, which is represented569

by the blue points. 8 host galaxies are detected but570

are not the closest galaxy, potentially leading to mis-571

association. These are shown as orange points. Finally,572

70 host galaxies, simply are not detected, which could573

also lead to mis-association. The redshift of the closest574

detected galaxy to the SN position is given in green.575

The set of SNe Ia (and thus host galaxies) span a wide576

redshift range. At lower redshifts, performance is much577

better, with only 2 out of 98 galaxies below z = 1 and 8578

out of 234 galaxies below z = 1.5 not detected.579

A more sophisticated analysis could use the redshifts580

of the SN and of the suspected host galaxies to exclude581

obvious redshift mismatches between the SN and sus-582

pected host galaxy. If we assume that redshift di↵er-583

ences greater than 0.2 would be detectable as outliers,584

indicated by the red lines in Figure 10, we would still585

correctly associate 411 galaxies, but we would only have586

8 mis-associated galaxies due to the host galaxy not be-587

ing detected. Instead we would have 70 SNe which we588

were unable to associate.589

4.3. Di↵erence Imaging and Validating Simulated SN590

Detection E�ciencies591

Given a template image, we can subtract it from each592

of the individual epochs. As is typically done for space-593

based transient surveys, we do not include any con-594

volution or other blurring of the image to match the595

PSF from epoch to epoch, because the PSF is presumed596

to be very stable across the time span of the imaging597

series. The subtraction stage is therefore just a sim-598

ple arithmetic operation at the end of the sndrizpipe599

pipeline. The result is a series of di↵erence images in600

which the galaxy light has mostly been removed, and601

we are left with isolated point sources (the simulated602

SNe) and residual noise. Figure 11 shows a cut-out of603

the observed image and di↵erence image, centered on604

the locations of SNe, which exhibits that the di↵erence-605

imaging routines can work with these images.606

As we do not have a full-scale pipeline to run this dif-607

ference imaging on our set, we work around that limita-608

tion by analyzing only SNe which are isolated from their609

host galaxies. The results of this study are shown in Fig-610

ure 12. To ensure separation, we place a separation cut611

at 1.5 times the galaxies’ truth size and a host-galaxy612

brightness cut at M < 23. We find that we can recover613

50% of the SNe around SN magnitude of Y = 24.5 and614

0% at Y = 25. While the results showcase the need for615

proper di↵erence-imaging, we expect the drop-o↵ of e�-616

Wang+ in prep



Spectroscopy of transients

• Transient classification


• Astrophysics - seeing lanthanides in kilonovae


• Time series can be used in SN Ia standardization (Boone+ 2021a)

and the RBTL + Twins Embedding standardization, and the
host mass step decreases from 0.082± 0.021 mag to
0.032± 0.018 mag. We show the magnitude residuals and
the results of this procedure in Figure 12. Note that the
uncertainties in the step measurements are highly correlated.
For this analysis variant, we used bootstrap resampling to
estimate the significance of the decrease in step size and find
that it is significant at the 3.8σ level for both of the host
variables.

R20 removed all peculiar SNe Ia from their main analysis.
We examine how the step sizes are impacted when they are
included. Interestingly, the host mass step for the SALT2 + x1
standardization decreases significantly when we include
peculiar SNe Ia from 0.092± 0.026 mag to 0.059± 0.029
mag. The LsSFR step shows a small decrease from 0.121±
0.031 mag to 0.101± 0.027 mag. R20 found similar results.
The step sizes for the RBTL + Twins Embedding standardiza-
tion change by less than 0.01 mag. This can be explained by the
fact that the SALT2 + x1 corrected magnitude residuals of 91T-
like peculiar SNe Ia are biased by ∼0.229± 0.045 mag as
shown in Section 4.2. For our sample of SNe Ia, the 91T-like
SNe Ia are preferentially in low-mass/high-LsSFR hosts,
which artificially decreases the apparent size of the host steps.
This result implies that for the SALT2 + x1 standardization, the
size of the measured host steps will vary depending on the
fraction of 91T-like SNe Ia in the sample. The RBTL + Twins
Embedding standardization correctly handles 91T-like SNe Ia
and is not affected by this.

We measured the step sizes for the SALT2 + Twins
Embedding standardization and find very similar results to
what is seen for the RBTL + Twins Embedding standardiza-
tion. The measured host steps for all of these analysis variants
are shown in Table 8, and a summary of the host step sizes is
shown in Figure 13.

5. Conclusions

In this work, we introduced several methods that can be used
to standardize SNe Ia with significantly improved performance
compared to traditional SALT2 + x1 standardization. With the
RBTL method, we can obtain a robust estimate of the peak
brightness and extinction of an SN Ia from a single photo-
metrically calibrated spectrum at maximum light by using the
regions of the spectrum with low intrinsic diversity. We find
that the RBTL method on its own is a very good estimator of
the distances to SNe Ia, with a dispersion in the RBTL
magnitude residuals of 0.131± 0.010 mag. The RBTL

algorithm can be applied to all SNe Ia, including ones that
are normally labeled as “peculiar.”
We showed that the Twins Embedding introduced in Paper I

can be used to take into account the intrinsic diversity and
standardize the distance estimates from either RBTL or
SALT2. Using GP regression, we estimate the magnitude
residual for each SN Ia from its local neighborhood in the
Twins Embedding. This significantly improves the standardi-
zation of these SNe Ia: we find an rms dispersion in the
corrected magnitude residuals of 0.140± 0.013 mag for the
conventional SALT2 + x1 standardization compared to
0.118± 0.008 mag for the SALT2 + Twins Embedding
standardization, and 0.100± 0.008 mag for the RBTL + Twins
Embedding standardization on the same set of SNe Ia.
These dispersions all contain additional scatter due to the

host galaxies’ peculiar velocities. For analyses of SNe Ia at
higher redshifts or studies of the peculiar velocities themselves,
our results imply that the RBTL + Twins Embedding
standardization is accurate to within 0.084± 0.009 mag
compared to 0.129± 0.014 mag for the SALT2 + x1
standardization. Additionally, a significant fraction of this
remaining dispersion is due to uncertainties in the GP model
that will be eliminated if this analysis is run using a larger
sample of SNe Ia. The remaining unexplained dispersion is
0.073± 0.008 mag for the RBTL + Twins Embedding
standardization and 0.085± 0.010 mag for the SALT2 +
Twins Embedding standardization compared to 0.118±
0.016 mag for the SALT2 + x1 standardization. Note that the
uncertainties on all of these rms dispersion values are
correlated: the improved dispersion for the RBTL + Twins
Embedding standardization relative to the SALT2 + x1
standardization is significant at the 3.7σ level.
This decreased dispersion implies that SNe Ia standardized

using the RBTL + Twins Embedding standardization have
∼2.4 times as much weight in a cosmology analysis compared
to those standardized using SALT2 + x1. This is particularly of
interest for studies of nearby SNe Ia, such as measurements of
the Hubble constant, where the rate of SNe Ia is limited but
high-quality measurements are relatively inexpensive to obtain.
This improved standardization is as important for the

systematic uncertainties as it is for the statistical uncertainties,
because the systematic uncertainties are constrained to fit
within the remaining 0.073± 0.008 mag of unexplained
dispersion for the RBTL + Twins Embedding analysis. This
is a large improvement over the 0.118± 0.016 mag of
unexplained dispersion in the SALT2 + x1 analysis. This

Figure 9. Comparison of the spectra of SN 2013be and PTF 11mkx closest to maximum light. These spectra are shifted to the rest frame, scaled so that they have the
same brightness in the BSNf band, and binned to 500 km s−1 for visual purposes. There are large differences between the spectra in almost all of the spectral features,
but they have nearly identical SALT2 x1 and c parameters.
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Spectroscopy of transients

Boone+ 2021b

without the need for flux-calibrated spectrophotometry,
although further studies are necessary to determine how to
handle host-galaxy contamination. There is also additional
information in the light curve that is not captured by the
SALT2 light-curve model and that could potentially be used to
localize SNe Ia in the Twins Embedding with more advanced
light-curve models.

Finally, using the Twins Embedding for standardization
decreases correlations between distance estimates and the
properties of the SN Ia host galaxies. We find that the step in
host mass decreases from 0.092± 0.026 mag for the SALT2 +
x1 standardization to 0.040± 0.020 mag for the RBTL +
Twins Embedding standardization, and the step in LsSFR
decreases from 0.121± 0.031 mag to 0.066± 0.022 mag. Both
of these decreases are significant at the 3.8σ level. These results
are for a sample where peculiar SNe Ia have already been
removed, so the decrease in host step is not due to the SALT2
bias for 91T-like SNe Ia. In fact, we find that including 91T-
like SNe Ia in the sample decreases the size of the measured

host step because the 91T-like SNe Ia in our sample have a host
step that is in the opposite direction of the one for the rest of the
sample. All of these results imply that future surveys need to
measure properties of SNe Ia beyond light-curve width and
color if they are to produce robust cosmological measurements.
The code used to generate all of the results in this analysis is

publicly available at https://doi.org/10.5281/zenodo.4670772,
and the data are available on the SNfactory website at https://
snfactory.lbl.gov/snf/data/.

We thank the technical staff of the University of Hawaii
2.2-m telescope, and Dan Birchall for observing assistance. We
recognize the significant cultural role of Maunakea within the
indigenous Hawaiian community, and we appreciate the
opportunity to conduct observations from this revered site.
This work was supported in part by the Director, Office of
Science, Office of High Energy Physics of the US Department
of Energy under contract No. DE-AC025CH11231. Additional
support was provided by NASA under the Astrophysics Data

Table 8
Measured Host-galaxy Property Step Sizes for Different Standardization Methods

Analysis Variant Host Property SALT2 + x1 RBTL + Twins SALT2 + Twins
Step Size (mag) Embedding Embedding

Step Size (mag) Step Size (mag)

Simultaneous fit Host Mass 0.092 ± 0.027 0.036 ± 0.025 0.040 ± 0.020
Local SSFR 0.121 ± 0.032 0.053 ± 0.027 0.066 ± 0.022

After correction Host Mass 0.082 ± 0.021 0.030 ± 0.023 0.032 ± 0.018
Local SSFR 0.093 ± 0.022 0.042 ± 0.022 0.047 ± 0.018

Peculiars included Host Mass 0.059 ± 0.029 0.030 ± 0.025 0.031 ± 0.020
Local SSFR 0.101 ± 0.026 0.046 ± 0.026 0.057 ± 0.022

Training subset Host Mass 0.077 ± 0.029 −0.005 ± 0.033 0.026 ± 0.026
Local SSFR 0.124 ± 0.037 0.050 ± 0.037 0.056 ± 0.029

Validation subset Host Mass 0.110 ± 0.040 0.064 ± 0.035 0.058 ± 0.029
Local SSFR 0.119 ± 0.057 0.018 ± 0.039 0.057 ± 0.033

Note. See text for details. We choose to set the sign of the step to be positive for the SALT2 + x1 analysis: a negative step means that we recover a step in the opposite
direction from the one for the SALT2 + x1 analysis.

Figure 13. Summary of the host step measurements for the different analysis variants discussed in Section 4.4. For each analysis variant, we show the recovered step
sizes for our three different standardization methods in different colors. Note that the uncertainties in the step sizes between different standardization methods are
highly correlated: the decrease in host step size is significant at the 3.3σ–3.7σ level for the measurements of host step sizes after correction.
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NIR Light curves
• Template building of transients


• Increasing wavelength range can 
improve constraining power


• NIR can improve SN standardization

22 K. Mandel et al.

Figure 14. Comparison of Hubble diagrams and Hubble residuals from BayeSN, SNooPy, and SALT2, applied to the same set of
CfA and CSP SNe Ia with NIR data near maximum light. (top left) Hubble Diagram of photometric distances obtained by fitting
the optical and NIR light curves, compared to the local distance-redshift relation under standard cosmological parameters. (bottom
left) Hubble residuals for BayeSN. The simple total RMS is 0.096 mag. After removing the expected variance due to peculiar velocity
uncertainty (dashed, �pec = 150 km s�1), the remaining dispersion is �̂-pv = 0.078 mag. The distance uncertainties are determined via
marginalisation accounting for the residual covariance (Eq. 30). (top right) Hubble residuals from SALT2 applied to the optical-only data
(BV RI) of the same sample. (bottom right) Hubble residuals from SNooPy applied to the optical and NIR data of the same sample.

Ia drawn from the more heterogenous data sources in the
literature results in the “All” sample. Furthermore, a sub-
set of the full “AnyNIR” sample with NIR observations near
maximum light is labelled “NIR@max.” We run BayeSN
and SNooPy on either optical-only (BV RI) or optical+NIR
(BV RIY JH) light curve data, while SALT2 is only run on
optical BV RI data.

5.3.1 Resubstitution or Training Error

The resubstitution, or training error, is obtained by train-
ing the model on the entire dataset, and then applying it
to determine the photometric distance estimates to the SNe
Ia that were in the training set. In Table 2, these estimates
are labelled “BayeSN-tr”. Fig. 14 shows the Hubble diagram
obtained with BayeSN fits of optical and NIR data of the
CfA+CSP NIR@max sample. With joint optical and NIR

data, BayeSN achieves a low total RMS = 0.096 mag on
this set. Removing the expected contribution from external
distance error and peculiar velocities, we obtain �̂-pv = 0.077
mag. Meanwhile, on the same set of SNe Ia, SNooPy and
SALT2 have larger RMS ⇡ 0.14 mag, with �̂-pv ⇡ 0.10�0.12
mag. Notably, the photometric distance modulus uncertain-
ties of individual SNe Ia from SNooPy or SALT2 with the
standard procedure are small in comparison to the total
RMS, because they only propagate the uncertainties due
to photometric light curve errors. In contrast, the BayeSN
photometric distance uncertainties are obtained in a prin-
cipled manner by marginalisation of the latent components
including the residual covariance (Eq. 30). The individual
photometric distance uncertainties from BayeSN listed in
Table 1 already reflect the scatter in the Hubble diagram.

We assess the significance of the di↵erence between the
RMS Hubble residual of distance from our model compared

MNRAS 000, 1–28 (2020)

22 K. Mandel et al.

Figure 14. Comparison of Hubble diagrams and Hubble residuals from BayeSN, SNooPy, and SALT2, applied to the same set of
CfA and CSP SNe Ia with NIR data near maximum light. (top left) Hubble Diagram of photometric distances obtained by fitting
the optical and NIR light curves, compared to the local distance-redshift relation under standard cosmological parameters. (bottom
left) Hubble residuals for BayeSN. The simple total RMS is 0.096 mag. After removing the expected variance due to peculiar velocity
uncertainty (dashed, �pec = 150 km s�1), the remaining dispersion is �̂-pv = 0.078 mag. The distance uncertainties are determined via
marginalisation accounting for the residual covariance (Eq. 30). (top right) Hubble residuals from SALT2 applied to the optical-only data
(BV RI) of the same sample. (bottom right) Hubble residuals from SNooPy applied to the optical and NIR data of the same sample.

Ia drawn from the more heterogenous data sources in the
literature results in the “All” sample. Furthermore, a sub-
set of the full “AnyNIR” sample with NIR observations near
maximum light is labelled “NIR@max.” We run BayeSN
and SNooPy on either optical-only (BV RI) or optical+NIR
(BV RIY JH) light curve data, while SALT2 is only run on
optical BV RI data.

5.3.1 Resubstitution or Training Error

The resubstitution, or training error, is obtained by train-
ing the model on the entire dataset, and then applying it
to determine the photometric distance estimates to the SNe
Ia that were in the training set. In Table 2, these estimates
are labelled “BayeSN-tr”. Fig. 14 shows the Hubble diagram
obtained with BayeSN fits of optical and NIR data of the
CfA+CSP NIR@max sample. With joint optical and NIR

data, BayeSN achieves a low total RMS = 0.096 mag on
this set. Removing the expected contribution from external
distance error and peculiar velocities, we obtain �̂-pv = 0.077
mag. Meanwhile, on the same set of SNe Ia, SNooPy and
SALT2 have larger RMS ⇡ 0.14 mag, with �̂-pv ⇡ 0.10�0.12
mag. Notably, the photometric distance modulus uncertain-
ties of individual SNe Ia from SNooPy or SALT2 with the
standard procedure are small in comparison to the total
RMS, because they only propagate the uncertainties due
to photometric light curve errors. In contrast, the BayeSN
photometric distance uncertainties are obtained in a prin-
cipled manner by marginalisation of the latent components
including the residual covariance (Eq. 30). The individual
photometric distance uncertainties from BayeSN listed in
Table 1 already reflect the scatter in the Hubble diagram.

We assess the significance of the di↵erence between the
RMS Hubble residual of distance from our model compared

MNRAS 000, 1–28 (2020)

22 K. Mandel et al.

Figure 14. Comparison of Hubble diagrams and Hubble residuals from BayeSN, SNooPy, and SALT2, applied to the same set of
CfA and CSP SNe Ia with NIR data near maximum light. (top left) Hubble Diagram of photometric distances obtained by fitting
the optical and NIR light curves, compared to the local distance-redshift relation under standard cosmological parameters. (bottom
left) Hubble residuals for BayeSN. The simple total RMS is 0.096 mag. After removing the expected variance due to peculiar velocity
uncertainty (dashed, �pec = 150 km s�1), the remaining dispersion is �̂-pv = 0.078 mag. The distance uncertainties are determined via
marginalisation accounting for the residual covariance (Eq. 30). (top right) Hubble residuals from SALT2 applied to the optical-only data
(BV RI) of the same sample. (bottom right) Hubble residuals from SNooPy applied to the optical and NIR data of the same sample.

Ia drawn from the more heterogenous data sources in the
literature results in the “All” sample. Furthermore, a sub-
set of the full “AnyNIR” sample with NIR observations near
maximum light is labelled “NIR@max.” We run BayeSN
and SNooPy on either optical-only (BV RI) or optical+NIR
(BV RIY JH) light curve data, while SALT2 is only run on
optical BV RI data.

5.3.1 Resubstitution or Training Error

The resubstitution, or training error, is obtained by train-
ing the model on the entire dataset, and then applying it
to determine the photometric distance estimates to the SNe
Ia that were in the training set. In Table 2, these estimates
are labelled “BayeSN-tr”. Fig. 14 shows the Hubble diagram
obtained with BayeSN fits of optical and NIR data of the
CfA+CSP NIR@max sample. With joint optical and NIR

data, BayeSN achieves a low total RMS = 0.096 mag on
this set. Removing the expected contribution from external
distance error and peculiar velocities, we obtain �̂-pv = 0.077
mag. Meanwhile, on the same set of SNe Ia, SNooPy and
SALT2 have larger RMS ⇡ 0.14 mag, with �̂-pv ⇡ 0.10�0.12
mag. Notably, the photometric distance modulus uncertain-
ties of individual SNe Ia from SNooPy or SALT2 with the
standard procedure are small in comparison to the total
RMS, because they only propagate the uncertainties due
to photometric light curve errors. In contrast, the BayeSN
photometric distance uncertainties are obtained in a prin-
cipled manner by marginalisation of the latent components
including the residual covariance (Eq. 30). The individual
photometric distance uncertainties from BayeSN listed in
Table 1 already reflect the scatter in the Hubble diagram.
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Figure 5. (top) Variation in the optical and NIR intrinsic SED captured by the first functional component W1(t,�) at t = 0 and 20
days. We vary the value of ✓1 by ✓̄1 ± 2�, holding all other SN parameters to zero. (bottom) The e↵ect of dust extinction on the optical
and NIR SED. We apply dust extinction to the baseline mean intrinsic SED with di↵erent combinations of AV , RV that produce the
same optical colour excess E(B � V ) = AV /RV .

declining (or broader) light curves, whereas dimmer ones
decline faster. This e↵ect is seen most clearly in the B and
V bands. In the redder optical bands (r and i) and into the
NIR zY JH bands, we see that this same e↵ect is also corre-
lated with the timing of the second peak at t = 20�30 days:
brighter supernovae tend to have later secondary NIR peaks,
while dimmer SNe Ia have earlier ones, which is a further
reflection of the trend seen in Fig. 5. In iY JH bands, the
e↵ect also correlates to more pronounced second peaks. The
empirical relation we capture correlates strongly with the
theoretical models of Kasen (2006), who found that brighter
SNe Ia should have more pronounced NIR secondary max-
ima at later phases due to role of the ionisation evolution
of iron group elements in the SN ejecta in redistributing en-
ergy from the optical to the NIR. Similar trends have been
seen by Dhawan et al. (2015), and Shari↵ et al. (2016a) ex-

plored the use of the phase of the secondary NIR maximum
for standardising SN Ia optical magitudes.

The first NIR peak typically occurs a few days before
the optical (B) peak (t = 0). Estimation of the 1st FPC at
early pre-maximum phases in the NIR is somewhat limited
by the relative scarcity of quality NIR observations there
in the current dataset (particularly in the H-band). Future
data releases with greater NIR coverage at early phases will
help us improve the model.

In Fig. 7, we illustrate the dependence of optical and
NIR absolute magnitudes on the SED shape parameter ✓1

of the FPC. The extinguished absolute magnitudes of a SN
s are obtained by evaluating the model SED with its fitted
parameters (✓s1, es, �Ms, A

s
V ), setting µs = 0, and integrat-

ing it under the reference passbands in the SN rest-frame.
The intrinsic absolute magnitudes are obtained in the same
way but by setting A

s
V = 0. In the optical B-band the av-

MNRAS 000, 1–28 (2020)



Selection functions

• Because of magnitude 
limited surveys, the 
average observed values 
changes as a function of 
redshift


• Deeper surveys help define 
the selection function for 
shallower surveys, see 
how the high-z survey 
shows that the mid-z 
survey is being biased.
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constant in redshift).21 We see no evidence of bias on w, and
mild evidence of bias on the mean Ωm: 0.274±0.015.

4. REAL DATA DEMONSTRATION

In this penultimate section, we demonstrate our framework
on real data, namely, the Union2.1 compilation (Suzuki
et al. 2012). This compilation is a useful data set for
demonstrating the impact of the more-sophisticated analysis,
as Union2.1 provides light-curve fits for outliers (the newer
Joint Light-Curve Analysis, Betoule et al. 2014, did not publish
these SNe). Our cosmological fits include Ωm and assume a flat
universe. This fit is qualitatively similar to the assumption of a
constant equation-of-state parameter w including a CMB or
BAO constraint, in that both fits probe the deceleration
parameter q0. As fitting Ωm only requires SN data, it is a
cleaner analysis for our purposes here.

In order to identify the effect of each feature of the analysis
on the inferred results, we incrementally transition from the
original Union2.1 frequentist framework to the analysis
proposed in this work. The results of each step are shown in
Figure 5. We conducted this part of the analysis blinded, using

real data only after the code was validated on simulated data.
The initial version of UNITY required the unexplained
dispersion in mB to be fixed, which the improved selection
effect model now presented in Appendix B does not require.
With the improvements in place, after a second round of
blinding-unblinding, we found only a small change in Ωm
between the two versions, 0.009 (0.2σ).

4.1. Frequentist Union2.1 Analysis

First, we show the results of a frequentist calculation, based
on the same assumptions as Suzuki et al. (2012) and using its
580 SNe (top line in Figure 5) with SALT2 light-curve fits.22

All systematic uncertainties from the covariance matrix are
included. To reproduce the Suzuki et al. (2012) results, we
include only a redshift-independent host-mass standardiza-
tion.23 As a cross-check, we also try a hybrid frequentist/
Bayesian model, in which the χ2 from Equation (2) is
converted into a likelihood as e 22D� and then MB, α, β, and
δ are marginalized over (this is similar to the method used in
Knop et al. 2003). We obtain essentially the same results as a
purely frequentist fit.

4.2. Bayesian Model with Same Data

For the next step, we keep all data the same, but transition to
a Bayesian model for the data (the credible intervals are shown
as the second line in Figure 5). This model includes the SN
population terms (described in Section 2.5 and necessary for a
Bayesian analysis) and the Union2.1 systematic uncertainties,

Table 2
Summary for Primary Simulated Data Runs

Parameter Input Value Fitted Value
±Uncertainty in Mean

α 0.130 0.143 ± 0.004
β 3.000 3.076 ± 0.016
MB −19.100 −19.117 ± 0.003
Ωm 0.300 0.298 ± 0.005

Note. Average over thirty simulated data sets. These results show an expected
bias toward larger values of α and β (discussed in Section 3), but Ωm shows no
significant bias. Other simulated data fits are also described in Section 3.

Figure 5. Cosmological fit for each analysis. The frequentist confidence
intervals show the best-fit (red squares) and the 12D% � boundaries (red
lines). The Bayesian credible intervals show the median of the posterior (black
circles) and the 15.9% and 84.1% (black line ranges). The left margin gives the
section number in the text in which each variant is discussed.

Figure 4. Mean simulated-data Hubble-diagram residual from 0.30m8 � (in
the sense of the numerator of Equation (2)) for a large number of non-outlier
points, plotted against redshift. The effect of the magnitude limits is clearly
visible, and we overplot 0.32m8 � —the best-fit ignoring these selection
effects.

21 Arguably, the correct priors to use for this model are flat priors on kinematic
cosmological quantities like q0 and j0; these priors would better preserve the
Gaussian SN likelihood. The cosmological results are similar with flat priors on
Ωm and w, so we use flat priors on these parameters for simplicity. We
constrain Ωm to be between 0 and 1, and w to be between 2� and 0.

22 Union2.1 uses the SALT2–1 version of SALT.
23 As the Suzuki et al. (2012) cosmology fits including systematic
uncertainties fixed α and β for computational efficiency, our new results are
very slightly different: 0.001 in the Ωm confidence interval.

8
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Roman SN Image Sims 9

Figure 7. Simulated time series of a supernova in intervals of five days with corresponding lightcurve underneath in Y band.
In each of the images, the supernova is on the right with its host galaxy on the left. The images and lightcurve are aligned so
that the points on the lightcurve match the image at the corresponding time.

Figure 3 shows one of our images, where we have high-451

lighted objects detected by Source Extractor. We use452

basic parameters for Source Extractor on our images,453

and the setup can be found here 10.454

Using the images, we can also compare the S/N of455

point sources in the image to the S/N used in SNANA456

for catalog-level simulations. We use Source Extractor457

to obtain the S/N for stars in the images by taking the458

inverse of the RMS error in magnitude for each star459

using a 5 pixel aperture. We measure S/N for stars be-460

cause they are more numerous than the SNe and are not461

transient; this is satisfactory for this particular analy-462

sis as both stars and SNe are injected/modeled as point463

sources in the images. The results of the comparison are464

shown for Y -band images in Figure 8. We find generally465

good agreement in S/N between the images and catalog-466

level simulation, although at brighter magnitudes the467

image simulations have increasingly higher S/N com-468

pared to the catalog-level simulation. Investigation of469

this discrepancy will be left for future work.470

4.2. Stacking Images and SN Host-Galaxy Association471

For these steps we use the sndrizpipe data processing472

pipeline, a Python implementation for HST data pro-473

cessing designed for HST SN surveys. The sndrizpipe474

package was originally developed for detection of SN in475

the CANDELS and FrontierSN HST surveys (see Rod-476

ney et al. 2015a,b). It is built on the DrizzlePac toolkit,477

a package of software tools developed by the Space Tele-478

scope Science Institute for processing of data from HST479

and other observatories.11480

10
https://github.com/AnomandarisPurake/SNAnalysisCode

11
https://github.com/spacetelescope/drizzlepac

Figure 8. A comparison of S/N for Y images and from our
catalog-level simulations with SNANA. Objects are binned
by Y band magnitude and the median S/N per bin is shown.

In applying the sndrizpipe tools to the simulated Ro-481

man images, we first select a “WCS reference image”—482

an arbitrarily-selected image to define the world coordi-483

nate system that all other images will be registered to.484

We then use the TweakReg tool to construct a catalog of485

sources (stars and galaxies) in each individual-exposure486

image and match them with the WCS reference image’s487

source catalog.488

We can then combine all the images using489

the MultiDrizzle algorithm implemented as the490

AstroDrizzle Python module (Gonzaga et al. 2012).491

We adopt an output pixel scale of 0.057500 and set the492

AstroDrizzle pixfrac parameter to 0.7. For now, we493

combine a limited set of images such that the result-494

ing coadded image has depth of roughly 10-15 images at495

most of its pixels. In the future, we would want to com-496

Forced-position photometry

• When you know the location of a transient, sub-threshold photometry becomes possible.


• Detections in one survey but not another can lead to photometry at a wide set of 
wavelengths.

13 Wang+ in prep



Artificial source injection

• Characterizing anomalous 
noise in bright galaxies


• Bright galaxy subtraction has 
more photometric noise


• S = RMS(Δflux/σstat) 


• Joint tests of artificial source 
injection lead to better 
characterized selection effects 
and photometry biases

14

not simulated in the fake point sources. Second, K15 use zero-
points that were fit using aperture photometry to insert fake
fluxes onto images, while SMP uses PSF fitting. In order to
assess the accuracy of SMP, we correct for the zero-point
difference between the K15 and SMP. Thus, our results
presented here are insensitive to incorrect modeling of the
zero-point. B18-SYS discuss an independent method for
validating the zero-point and internal calibration uncertainties.
Third, the analysis of the fakes uses the same PSF model that

was used to insert the fakes. Inaccuracies of the PSF model are
not simulated in the fakes, and thus in Section 6 we perform a
cross-check of our PSF model.
If the SMP flux uncertainties are accurate, then rms
F 1statT% �( ) . However, we observe that the rms of the

fakes is slightly above unity as shown in panel (b) of Figure 4.
To characterize the excess scatter, we examine the dependence
of the rms on the local host galaxy local surface brightness
(mSB).

Figure 4. (a) Fractional flux residuals as a function of fake SN magnitude. All host galaxy local surface brightnesses are included. Comparison with the uncertainty in
calibration nonuniformity from Burke et al. (2018) (σuniformity=0.006 mag) is shown. The shaded regions designate the 1σ errors on the mean. (b) The rms of the
pull-distribution as a function of fake SN magnitude.

Figure 5. Scale correction (S)=rms( F statT% ) as a function of mSB, for 10,000 Fake SNeIa processed by SMP. The stars on the x-axis denote the mean local surface
brightness in the DES subset for each band. Inset: examples of high and low mSB galaxies and SMP best-fit models, data − model, and χ2.

7
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What synergistic observations?
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• Overlapping fields


• A calibration network


• Coordinated spectroscopic followup



Reference Survey 9

Figure 3. We present possible continuous viewing zone fields (green, & ±54� o↵ the ecliptic)
along with other deep fields (red). Low Milky Way dust extinction is shown as red shading.
Overall, the top fields choices include Goods-N/EGS and Euclid South Deep (indicated with
arrows). We note that if the field of regard is improved—even a few degrees—this will no
longer be the case. Some particularly attractive fields such as the Chandra Deep Field-South
would become accessible with such a change. Figure from Foley et al. (2018).

of systematic uncertainties. There is a large gain in having at least two fields since that

allows observations from ground-based telescopes in both hemispheres and will provide

a simple “jackknife” test. Although we have not yet produced a thorough accounting,

we believe two fields—one in the North, and one in the South—is a reasonable choice

for our nominal observing strategy. Specific opportunities for fields are presented in

Figure 3.

Field selection is one of several survey characteristics that should include some con-

sideration of other observatories. The increased science from synergies like this are

outlined in Foley et al. (2018) and Rose et al. (2021). Both the SN Ia fields should

be roughly circular so that the fields can be tiled in the same way as the observatory

rotation angle changes. Finally, our recommendation is that the wide and deep portion

of each field be concentric, such that if a SN Ia falls out of the deep survey due to the

edge e↵ects of tiling, then it lands in the wide survey instead of being missed.

2.3. Slewing Strategy and Roll Angles

As discussed in the previous section, a roughly circular field with the deep tier em-

bedded in the wide tier is preferred. We currently achieve this with a slewing strategy

dubbed the “snake plan.” A visualization of both the basic “snake plan” and one where

the deep tier is embedded in the wide tier are presented in Figure 4.

The basic “snake plan” was constructed by one central row of six pointings and two

parallel rows of five pointings. Pointings are chosen to minimize gaps, with the inner

circle as a 5 deg2 area and the outer circle, which is the largest extent of the chips, as

Overlapping fields

1. High ecliptic latitude (> ±54)


• minimize zodiacal light


• in Roman CVZ 


2. High Galactic Latitude

(low dust)


3. Overlap with other data sets


4. Avoid bright stars 

21



Reference Survey 9

Figure 3. We present possible continuous viewing zone fields (green, & ±54� o↵ the ecliptic)
along with other deep fields (red). Low Milky Way dust extinction is shown as red shading.
Overall, the top fields choices include Goods-N/EGS and Euclid South Deep (indicated with
arrows). We note that if the field of regard is improved—even a few degrees—this will no
longer be the case. Some particularly attractive fields such as the Chandra Deep Field-South
would become accessible with such a change. Figure from Foley et al. (2018).

of systematic uncertainties. There is a large gain in having at least two fields since that

allows observations from ground-based telescopes in both hemispheres and will provide

a simple “jackknife” test. Although we have not yet produced a thorough accounting,

we believe two fields—one in the North, and one in the South—is a reasonable choice

for our nominal observing strategy. Specific opportunities for fields are presented in

Figure 3.

Field selection is one of several survey characteristics that should include some con-

sideration of other observatories. The increased science from synergies like this are

outlined in Foley et al. (2018) and Rose et al. (2021). Both the SN Ia fields should

be roughly circular so that the fields can be tiled in the same way as the observatory

rotation angle changes. Finally, our recommendation is that the wide and deep portion

of each field be concentric, such that if a SN Ia falls out of the deep survey due to the

edge e↵ects of tiling, then it lands in the wide survey instead of being missed.

2.3. Slewing Strategy and Roll Angles

As discussed in the previous section, a roughly circular field with the deep tier em-

bedded in the wide tier is preferred. We currently achieve this with a slewing strategy

dubbed the “snake plan.” A visualization of both the basic “snake plan” and one where

the deep tier is embedded in the wide tier are presented in Figure 4.

The basic “snake plan” was constructed by one central row of six pointings and two

parallel rows of five pointings. Pointings are chosen to minimize gaps, with the inner

circle as a 5 deg2 area and the outer circle, which is the largest extent of the chips, as

GOODS-N

(maybe EGS)

Euclid South Deep 
22

Overlapping fields



Cross Calibration

• There exists several attempts at 
re-calibration wide area surveys 
to the same photometric 
system, < 10 mmags.


• Latests by as a part of 
Paetheon+ by Brout+ 2021.

Scolnic+ 201523



Visible to NIR calibration

24 Slide from Susana Deustua



What synergistic observations?

• Overlapping fields


• A calibration network


• Coordinated spectroscopic followup (this time, not just of transients) 

• Redshifts for photometric redshift training, cosmology, and more.

25



Kilonova Follow up
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Kilonova Detectability 11

Figure 4. Typical redshift reach for a selection of instruments. The vertical axis indicates the maximum redshift at which
50% of the LANL simulated lightcurves are detectable in a given filter at any one time. Similarly to Figure 4, each symbol
corresponds to one instrument, with an instrument’s filter represented by their bandpass filter function’s e↵ective wavelength.
Lines connect filters from the same instrument. The magenta horizontal line indicates the redshift of AT2017gfo’s host galaxy
(Kourkchi & Tully 2017), while the blue line indicates the redshift horizon for a 1.4M� + 1.4M� BNS at advanced LIGO’s
design sensitivity (Hall & Evans 2019). Horizon redshifts for third-generation GW detectors, including Cosmic Explorer and
Einstein Telescope, exceed the maximum redshift in the figure.

of kilonovae with low dynamical ejecta masses remain
detectable at redshifts z > 0.3, consistent with the ad-
dition of a large wind ejecta mass. The variation is a
bit more pronounced for wind ejecta: 50% of simulated
kilonovae with large wind ejecta masses (0.1M�) are de-
tectable out to z = 0.37, while less than 5% of low wind
ejecta (0.001M�) kilonovae are detectable at such high
redshifts. Additionally, as higher redshift (z & 0.4) kilo-
nova emission is proportionally shifted to higher wave-
lengths, the Roman/H -band becomes less e↵ective at
detecting emission from high dynamical ejecta mass
mergers. As a result, variation with dynamical ejecta
mass decreases with redshift.
Di↵erent wavelength bands exhibit varying depen-

dency on ejecta mass. Similarly to in the near-infrared
(Roman/H -band), detectability at optical and ultravi-
olet wavelengths varies significantly with wind ejecta
masses. However, optical and ultraviolet bands show
little variability with dynamical ejecta masses. We de-
fine the variable v to quantify a given filter’s sensitivity
to a kilonova property such as ejecta mass. As an exam-
ple, we can quantify the Roman/H -band’s dependence
on wind ejecta mass by comparing the 50% detectabil-
ity contours (dot–dashed lines) in Figure 5. We label
the 50% detectability contour for the lowest ejecta mass
(top panel) and highest ejecta mass (bottom panel) as
g(t) and f(t), respectively. We then quantify variability

with mass as:

v =

R tmax

tmin
|f (t)� g (t)| dt

1
2

R tmax

tmin
[f (t) + g (t)] dt

, (2)

integrating from the smallest rest-frame time, tmin =
0.125 d, to a maximum time of tmax = 20 d. Values of
v close to zero indicate negligible variation with a given
parameter, while higher values of v indicate a significant
dependence. There is no upper limit on v, although we
note that a value of v = 1 corresponds to a three-fold
enhancement in z50% between two subsets of parame-
ters (i.e. f (t) = 3g (t)). Based on the 50% contours
in Figure 5, the Roman/H -band produces v = 0.91 for
dynamical ejecta mass (left column) and v = 0.94 for
wind ejecta mass (right column), suggesting that the
Roman/H -band’s detectability is slightly more depen-
dent on wind ejecta mass than dynamical ejecta mass.
Figure 6 presents the variability scores for all filters in

Figure 4 as a function of both dynamical ejecta mass
(purple) and wind ejecta mass (orange). As antici-
pated, variability with dynamical ejecta mass increases
with filter wavelength, while wind ejecta mass variabil-
ity decreases with wavelength. Ultraviolet filters ex-
hibit the largest dependence on wind ejecta mass, with
the UVOT/u-band and ULTRASAT/NUV -band both
yielding v = 1.7. The PRIME/H-band demonstrates
the largest variability with dynamical ejecta mass, with

Chase+ 2021

With aLIGO sensitivity, 
only Roman will is 
expected to to see >50% 
of these high redshift 
kilonovae.



Rubin and Roman in the late 2020s:  
discovering lensed kilonovae via ToO  
follow-up of lensed NS-NS mergers

For details see upcoming preprint or contact Graham Smith, gps@star.sr.bham.ac.uk  
University of Birmingham, U.K., and co-Chair Rubin Strong Lensing Science Collaboration

Co-authors: Matteo Bianconi1, Mathilde Jauzac2, Guillaume Mahler2, Richard Massey2, Matt Nicholl1, Johan 
Richard3, Andrew Robertson4, Dan Ryczanowski1, Keren Sharon5

1 University of Birmingham, 2 Durham University, 3 CRAL Lyon, 4 Caltech JPL, 5 University of Michigan

Example predicted lensed KN lightcurves for lensed NS-NS mergers 
detectable by LIGO from mid-2020s onwards (i.e. A+ sensitivity):

Smith et al., in prep.

ToO observations 
with Roman and 

Rubin are a 
powerful 

combination! 
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Now

• Calibration


• Observational Strategies
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Lochner+ 2021 LSST Cadence Note

C. Rolling WFD and DDF mini-surveys

Here we provide new ideas for producing simulations that enable rolling WFD observing strategies and rolling DDF
observing strategies.

C.1. Rolling WFD

Rolling cadences may be defined by two parameters: (frolling, fobs) where frolling is the fraction of the sky where a
fraction of observations (fobs) will be made. It would be worth producing simulations to study such as rolling with the
following configurations: (frolling, fobs) = (1/3, 1), (1/3, 0.8), (1/3, 0.6). Even if these simulations degrade other science
cases, it would be interesting to see if they can even theoretically improve performance enough to continue pursuing
them.

Replicating AltSched’s deterministic scheduling would also be very helpful. It could be done with the current
scheduler by observing a well-defined area (at the meridian) per night and allowing observations to be taken in sub-
optimal weather and seeing conditions (and rather prioritize slew-time minimization). Additionally, the sky should
be split in two strips (North and South), and these areas should be scanned every other night (night 1: N, night2: S,
night 3: N, night 4: S, ...). Observing at the meridian and including these other settings would ensure some overlap
between observed regions, thus providing a good inter-night cadence.

C.2. Rolling DDF

As discussed in Section 2, the goal of the DDF supernovae program is to collect a large set of well-measured type
Ia SNe up to high redshift (z ⇠ 1), which sets strict requirements on the number of visits and inter-night cadence per
field. The visit budget would be too large if 5 fields are observed for ten years to the needed depth. Here, we present
three rolling DDF scenarios to address this challenge. The first two are “DESC-only” strategies, whereas the third
considers optimal observing strategies for both DESC and AGN (see Brandt et al. 2018). Up to five fields are used in
our budgets, all of which make up the current baseline LSST strategy: COSMOS, CDFS, XMM-LSS, ELAIS, and a
fifth field located at the position of the Euclid/Roman Deep Field near ADFS.

C.2.1. Rolling DDF 1: 5 fields, same depth

Field COSMOS XMM-LSS CDFS ELAIS Euclid/Roman

cadence 1

season length [days] 180

Nseasons 2

Years 1,3 3,4,5 8,9 6,7,8 2,3,5,6

Nvisits 89

2/2/28/39/18 in g/r/i/z/y

Table 2: Simulation parameters of a proposed rolling DD mini-survey. The depth is similar for all the fields
(zcomplete ⇠0.8). The estimated budget is ⇠8%. The timely sequence of the survey is tuned to observe one (maximum
two) fields per night and to ensure contemporaneous observations with the Euclid/Roman surveys (Figure 9).

C.2.2. Rolling DDF 2: 5 fields, ultra-deep and deep fields

Field COSMOS XMM-LSS CDFS ELAIS Euclid/Roman

cadence 1

season length [days] 147 162 180

Nseasons 2

Years 1,3 3,4,5 8,9 6,7,8 2,3,5,6

232 88

Nvisits 2/2/89/121/18 2/2/4/11/18

g/r/i/z/y g/r/i/z/y

Table 3: Simulation parameters of a proposed rolling DD mini-survey. There are two sets of fields in this strategy:
ultra-deep fields (COSMOS, XMM-LSS) with a depth of zcomplete ⇠0.9, and deep fields (CDFS,ELAIS, Euclid/Roman)
with a depth of zcomplete ⇠0.7. The estimated budget is ⇠8%.

9



During

• Spectroscopy of transients 


• Transient classification, ...


• Combined catalogues


• NIR light-curves, template 
building, ...

30
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Figure 5. (top) Variation in the optical and NIR intrinsic SED captured by the first functional component W1(t,�) at t = 0 and 20
days. We vary the value of ✓1 by ✓̄1 ± 2�, holding all other SN parameters to zero. (bottom) The e↵ect of dust extinction on the optical
and NIR SED. We apply dust extinction to the baseline mean intrinsic SED with di↵erent combinations of AV , RV that produce the
same optical colour excess E(B � V ) = AV /RV .

declining (or broader) light curves, whereas dimmer ones
decline faster. This e↵ect is seen most clearly in the B and
V bands. In the redder optical bands (r and i) and into the
NIR zY JH bands, we see that this same e↵ect is also corre-
lated with the timing of the second peak at t = 20�30 days:
brighter supernovae tend to have later secondary NIR peaks,
while dimmer SNe Ia have earlier ones, which is a further
reflection of the trend seen in Fig. 5. In iY JH bands, the
e↵ect also correlates to more pronounced second peaks. The
empirical relation we capture correlates strongly with the
theoretical models of Kasen (2006), who found that brighter
SNe Ia should have more pronounced NIR secondary max-
ima at later phases due to role of the ionisation evolution
of iron group elements in the SN ejecta in redistributing en-
ergy from the optical to the NIR. Similar trends have been
seen by Dhawan et al. (2015), and Shari↵ et al. (2016a) ex-

plored the use of the phase of the secondary NIR maximum
for standardising SN Ia optical magitudes.

The first NIR peak typically occurs a few days before
the optical (B) peak (t = 0). Estimation of the 1st FPC at
early pre-maximum phases in the NIR is somewhat limited
by the relative scarcity of quality NIR observations there
in the current dataset (particularly in the H-band). Future
data releases with greater NIR coverage at early phases will
help us improve the model.

In Fig. 7, we illustrate the dependence of optical and
NIR absolute magnitudes on the SED shape parameter ✓1

of the FPC. The extinguished absolute magnitudes of a SN
s are obtained by evaluating the model SED with its fitted
parameters (✓s1, es, �Ms, A

s
V ), setting µs = 0, and integrat-

ing it under the reference passbands in the SN rest-frame.
The intrinsic absolute magnitudes are obtained in the same
way but by setting A

s
V = 0. In the optical B-band the av-
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Follow up

• Transient host galaxy observations (redshifts)


• Broad wavelength based photo-z's
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How?
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How can we make this happen?

• The creation of a joint survey calibration task force.


• Spectroscopic follow-up task force 


• to ensure that access to sufficient follow-up spectroscopy resources is 
obtained, through different TACs, MoUs, etc. 


• Joint computational task force 


• to manage shared computing of these multi-mission datasets, including 
common simulations, and tools for data access and processing.
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Rubin-Euclid Derived Data Products Initial Recommendations

arXiv:2201.03862
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Obstacles

• The key obstacles are communication and timeliness.


• There are also some potential challenges with the proprietary nature of some 
data (Roman+LSST as in the USA vs Europe). 
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Summary

36

• Why is coordination important? 

• Unique data from each instrument


• Who will be working together? 

• Everyone


• What synergies? 

• Contemporaneous observations, using the same calibration network, ...


• When do we need to work on this? 

• We need to start now


• How can we make this happen? 

• Improving official communication channels between organizations running each survey



Next Steps & Open Questions

• What calibration efforts can we support, as an individual, as TAC members, or 
in other ways?


• Where does your science needs influence observational strategies?


• How can we move from a scientific desire to official partnerships at the 
operations level?


• Where are you going to get involved?
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