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FUNDAMENTAL?	  
1.  They	  are	  not	  predictable,	  we	  do	  not	  know	  where	  from	  their	  value	  come?	  

	  	  

CONSTANT?	  
1.  They	  have	  same	  value	  irrespecNve	  of	  Nme	  and	  space	  (e.g	  experiment	  in	  low	  energy	  

limits	  ).	  	  	  
2.  Theory	  also	  do	  not	  predict	  variaNon,	  unNl	  the	  unificaNon	  theory	  like	  existence	  of	  extra-‐

dimension	  .	  
	  	  Q:	  Shell	  we	  extend	  above	  constancy	  is	  from	  terrestrial	  scale	  	  to	  cosmological	  &me	  scale?	  

A:	  QSOs	  absorp&on	  lines,	  can	  probe	  look	  back	  &me	  of	  billion	  years,	  to	  test	  constancy	  of	  
fundamental	  constant	  like	  :	  

1.  Fine-‐structure	  constant	  	  α=e2/ħc	  
2.  Electron-‐proton	  mass	  ra&o	  μ=me/mp	  
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Part I: Outline & Introduction
Part I: Intervening QSOs absorbers

How QSOs and its absorption lines act as
tool to prob our Universe evolution

• The finite speed of light, imply observation of farther the object will give older
its history.

• To see far away, need luminous sources, the Active Galactic Nuclei (AGN)
perfectly fit in here.

Hum Chand Science cases related to QSOs and QSOs absorption lines
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Part I: Outline & Introduction
Part I: Intervening QSOs absorbers

QSOs absorbers as probe of Constant Variation

Summary & Conclusion: α or α(t) ?

• For α(t): HIRES/Keck
• Results: ⟨∆α/α⟩w = (−0.57± 0.10)× 10−5, using

many-multiplets (e.g Mg ii/Fe ii)
• Results: ⟨∆α/α⟩w = (−0.50± 1.30)× 10−5 using Si iv

doublets.

• Against α(t): UVES/VLT
• Results: ⟨∆α/α⟩w = (−0.06± 0.06)× 10−5, using

many-multiplets (e.g Mg ii/Fe ii)
• Results: ⟨∆α/α⟩w = (0.15± 0.43)× 10−5 using Si iv

doublets.

• Latest update: UVES/VLT re-analsyis, shows
⟨∆α/α⟩w = (−0.06 ± 0.16) × 10−5[Webb et al 2011,PRL,
107,191101], in agreement with [Chand et al 2004,A&A,
417,853] ⇒ hypothesis of spatial dipolar variation.

• May be similar HIRES/Keck re-analysis needed with better
strategy.

Hum Chand Science cases related to QSOs and QSOs absorption lines

Part I: Outline & Introduction
Part I: Intervening QSOs absorbers

QSOs absorbers as probe of Constant Variation

Summary & Conclusion: α or α(t) ?

• For α(t): HIRES/Keck
• Results: ⟨∆α/α⟩w = (−0.57± 0.10)× 10−5, using

many-multiplets (e.g Mg ii/Fe ii)
• Results: ⟨∆α/α⟩w = (−0.50± 1.30)× 10−5 using Si iv

doublets.

• Against α(t): UVES/VLT
• Results: ⟨∆α/α⟩w = (−0.06± 0.06)× 10−5, using

many-multiplets (e.g Mg ii/Fe ii)
• Results: ⟨∆α/α⟩w = (0.15± 0.43)× 10−5 using Si iv

doublets.

• Latest update: UVES/VLT re-analsyis, shows
⟨∆α/α⟩w = (−0.06 ± 0.16) × 10−5[Webb et al 2011,PRL,
107,191101], in agreement with [Chand et al 2004,A&A,
417,853] ⇒ hypothesis of spatial dipolar variation.

• May be similar HIRES/Keck re-analysis needed with better
strategy.

Hum Chand Science cases related to QSOs and QSOs absorption lines

Part I: Outline & Introduction
Part II: Using Continuum and Emission line

Part III: Associated line & QSOs outflows
Part IV: Intervening QSOs absorbers

Probing cosmic magnetic field using MgII absorbers
QSOs absorbers as probe of Constant Variation
Summary and conclusion

Summary & Conclusion: α or α(t) ?

• For α(t): HIRES/Keck
• Results: ⟨∆α/α⟩w = (−0.57± 0.10)× 10−5, using

many-multiplets (e.g Mg ii/Fe ii)
• Results: ⟨∆α/α⟩w = (−0.50± 1.30)× 10−5 using Si iv

doublets.

• Against α(t): UVES/VLT
• Results: ⟨∆α/α⟩w = (−0.06± 0.06)× 10−5, using

many-multiplets (e.g Mg ii/Fe ii)
• Results: ⟨∆α/α⟩w = (0.15± 0.43)× 10−5 using Si iv

doublets.

• Latest update: UVES/VLT re-analsyis, shows
⟨∆α/α⟩w = (−0.06 ± 0.16) × 10−5[Webb et al 2011,PRL,
107,191101], in agreement with [Chand et al 2004,A&A,
417,853] ⇒ hypothesis of spatial dipolar variation.

• May be similar HIRES/Keck re-analysis needed with better
strategy.

Hum Chand AGN as tool to probe the evolution of Universe

Summary & Conclusion: α or α(t) ?

• Revised statistical error: ⟨∆α/α⟩w = (0.01 ± 0.15) × 10−5

(Srianand et al 2007)

Hum Chand High-resolution spectroscopic for variation of fundamental constants
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the 5! level; (iv) we demand that at least one of the
anchor lines is not saturated so that the redshift measure-
ment is robust; (v) we also avoided subdamped Lyman "
systems (sub-DLAs) (i.e., N!H I" # 1019 cm$2) as these
systems may have ionization and chemical inhomogene-
ities; (vi) we do not consider strongly saturated systems
with large velocity spread (complex blends); however, in
such systems whenever we find well detached satellite
components we include these components in the analysis;
(vii) finally, based on the component structure resulting
from the Voigt profile fits of systems that are not complex
blends, we retain only systems for which the majority of
components are separated from its neighboring compo-
nents by more than the b parameters. Application of the
above conditions resulted in 23 systems for performing
!"=" measurements (6 single component systems, 6 well
separated doubles, 6 systems with three components with
at least one well detached from the rest, and 5 systems
with more than three components).

In our analysis we use the fact that relative shifts
between lines from the same species (say Fe II multiplets)
are insensitive to !"=". We first fit all the Fe II lines
(except for Fe II#1608) simultaneously using laboratory
wavelengths. This allows us to find out about (i) bad
pixels, (ii) unknown contaminations, and (iii) the veloc-
ity component structure in Fe II. Defective absorption
lines detected are removed from the !"=" analysis. A

similar exercise was carried out for Mg II doublets and
other anchors. Based on these preliminary fits a first set of
parameters is generated to start the Voigt profile fitting
procedure that includes !"=" variations.We illustrate the
method in Fig. 2 using four randomly chosen systems
from our sample. We vary !"=" ranging from $5:0%
10$5 to 5:0% 10$5 in the step of 0:1% 10$5, and each
time fit all the lines together. $2 minima obtained for
each of these fits are plotted as a function of !"="
(rightmost panel in Fig. 2). The value of !"=" at which
this $2 is minimum is accepted as the measure of the best
possible !"=" value. Following standard statistical pro-
cedure we assign the 1! error bar to the best fitted value
of !"=" by computing the change in !"=" implying
!$2 & $2 $ $2

min & 1. We always consider two different
models: (i) one in which b parameters for all the species
are the same and (ii) one in which b parameters for
different species are different. In all systems we notice
that the derived !"=" using both cases are consistent
with one another within 1! uncertainty. We use the result
that has a lower reduced $2 for our final analysis.

Results obtained for the 23 systems in our sample and
that from the literature are summarized in Fig. 3. The
shaded region passing through most of the error bars
is the weighted mean (with 1=error2 weights) and its
3! error from our sample. It is clear that most of our
measurements are consistent with zero within the
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FIG. 2 (color online). Voigt profile fits to 4 randomly chosen systems (out of 23) in our sample are shown in the first four columns
from the left. The quasar name and absorption redshifts are given on top of the panels. The points with the error bars are the
observed data and the continuous curve is the fit obtained using multicomponent Voigt profile decomposition. The locations of
different components are marked with vertical dotted lines. The plots in the rightmost column demonstrate how !"=" is extracted
from these systems. We plot $2 as the function of !"=". The minimum in this curve (marked with a dot) gives the best-fit value of
!"=" and the error in this measurement (error bar around the dot) is based on the standard statistical method of computing errors
from !$2 & 1.
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Summary and conclusion

α or α(t) : Main Principle

ωz = ω0

[

1 + q
ω0

(

( αz
α0

)2 − 1

)]

(Dzuba et al. 1999)
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Hum Chand AGN as tool to probe the evolution of Universe
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Illustration of lines shift due to α(t): at
∆α/α = ±10−4
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Hum Chand AGN as tool to probe the evolution of Universe

(i.e	  100-‐1000	  Nme	  the	  accuracy	  we	  are	  looking	  for!)	  

DO	  WE	  HAVE	  
CONTROL	  OVER	  
SYSTEMATICS	  TO	  
BE	  THAT	  
ACCURATE?	  
	  
WAVELENTH	  
CALIBRATION	  ?	  	  
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1.  15	  component	  in	  high	  
resoluNon	  	  compare	  to	  9	  
in	  lower	  resoluNon.	  

2.  The	  component	  
problem	  is	  random,	  and	  
can	  be	  avoided	  by	  many	  
high	  SNR,	  simple	  profile	  
system.	  

3.  WHAT	  ABOUT	  THE	  
SYSTEMATICS	  IN	  
WAVELENGTH	  
CALIBRATION?	  

Resolution effect on ∆α/α: comparing

R = 112 000(HARPS) with R = 55 000 (UVES)
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∆α/α=(0.05 ± 0.24) × 10−5 [Chand, H. et al. 2006, A&A 451, 45].

Annual review 2006, IUCAA – p.20/27
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Wavelength calibration accuracy: moti-

vation

5380 5390 5400 5410

5391 5392 5393

The Th-Ar lamp spectra allow to carry out:

Performing cross correlation between them.

Compute absolute calibration uncertainty.

Evaluate error on ∆α/α measurements.

Annual review 2006, IUCAA – p.15/27

1.  SCATTER:	  
1.  Non-‐uniformity	  of	  lines	  
2.  Line	  blending	  
3.  Accuracy	  of	  Th-‐Ar	  wavelength	  
	  

2.  Replacing	  Th-‐Ar	  	  by	  LASER	  COMB	  
scaeer	  can	  be	  overcome.	  

3.  QUESTION	  IS:	  DOES	  PIXEL	  TO	  
WAVELNGTH	  SCALE	  OF	  TH-‐AR/
COMB	  HOLD	  FOR	  SCIENCE	  
EXPOSURE	  ?	  

HARPS and UVES Th-Ar lamp: effect

on ∆α/α
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1.  Normal	  calibraNon:	  
1.  Th-‐Ar	  calibraNon	  without	  I2	  cell	  
	  

2.  Super	  calibraNon:	  	  
1.  With	  I2	  cell	  in	  sky-‐object	  path	  
2.  Take	  I2	  spectrum	  with	  absolute	  

calibraNon	  using	  Fourier	  
transform	  spectrometer(FTS)	  

3.  Shij	  using	  Super	  calibraNon:	  Chunk	  
of	  spectrum	  to	  match	  the	  I2	  in	  FTS	  
with	  the	  	  I2-‐skyobject	  using	  Th-‐Ar	  
calibraNon?	  
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Table 1
Journal of PHL957 Observations

Date ID Iodine Cell? Time (UT) Exposure (s) Tempina (◦C) Arc ID Arc Time (UT) Moved?b ∆ Tempin (◦C)

2002 Nov 1 33 Out 5:26 1800 3.75
2002 Nov 1 34 Out 5:58 1800 3.76
2002 Nov 1 35 In 6:30 1800 3.79
2002 Nov 1 36 In 7:01 1800 3.76
2002 Nov 1 47 Out 7:58 1800 3.61
2002 Nov 1 48 Out 8:30 1800 3.68
2002 Nov 1 49 In 9:03 1800 3.68
2002 Nov 1 50 In 9:34 1800 3.78
2002 Nov 1 60 Out 10:34 1800 3.71
2002 Nov 1 61 Out 11:06 1800 3.75
2002 Nov 1 62 In 11:39 1800 3.71
2004 Oct 3 67/3-0 Out 9:18 3600 4.26 66 09:15 no 0.042
2004 Oct 3 68/3-1 In 10:31 3600 4.21 66 09:15 no 0.097
2004 Oct 3 69/3-2 In 11:33 3600 4.07 66 09:15 no 0.236
2004 Oct 3 70/3-3 Out 12:35 3600 4.00 66 09:15 no .0306
2004 Oct 4 1096/4-0 Out 9:25 3600 3.00 1144 15:35 yes −0.153
2004 Oct 4 1098/4-1 In 10:56 3600 2.97 1144 16:35 yes −0.125
2004 Oct 4 1099/4-2 In 11:57 3600 3.01 1144 16:35 yes −0.167
2004 Oct 4 1100/4-3 Out 12:58 3600 2.93 1144 16:35 yes −0.083
2004 Oct 5 2094/5-0 In 8:25 3600 2.87 2026 3:01 yes 0.125
2004 Oct 5 2095/5-1 Out 9:27 3600 2.86 2107 15:46 yes 0.430
2004 Oct 5 2096/5-2 Out 10:29 3600 2.91 2107 15:46 yes 0.375
2004 Oct 5 2097/5-3 In 11:30 3600 3.62 2107c 15:46 yes −0.333
2004 Oct 5 2098/5-4 Out 12:32 2700 3.55 2107 15:46 yes −0.264

Notes.
a Temperature inside the the HIRES enclosure.
b Whether or not the grating was moved between Th/Ar arc and data exposures.
c This exposure was also calibrated with Th Ar arc 2026; see the text.

Figure 1. 3 Å of the KPNO FTS spectrometer iodine cell spectrum.

After finding the Th–Ar wavelength scale, we use our iodine
measurements with two similar but independent methods to
recalibrate. In both methods, we convolved the high S/N iodine
spectrum measured at KNPO (Butler et al. 1996) with a Gaussian
and then minimized the χ2 of the difference between this
convolved spectrum and the PHL957 spectrum shifted by an
amount ∆λcal.

In the first method, a three-parameter fit was performed in
each wavelength bin of the PHL957 spectra, with bin sizes
from 1 to 10 Å being used. The fit returned the wavelength

Figure 2. Combined 2004 absorption spectra showing a portion of order 67
containing the Fe ii λ1608 and Fe ii λ1611 lines. The top panel shows the
spectrum taken without the iodine cell in place, and the bottom panel shows the
spectrum taken through the iodine cell.

shift, ∆λcal, the sigma of the convolution Gaussian, as well as
a multiplicative continuum offset and the formal errors of these
quantities. Using this method, regions of the PHL957 spectra
that had strong lines were not included in the fit since these
could distort the results; a linear interpolation of bins on either
side of the line region was used to find a correction at the line
center.

	  Griest	  et	  al	  2010	  	  (for	  HIRES/Keck)	  

≈2mA	  (≈150m/s)	  shij	  	  
è	  10ppm	  in	  α	  !	  



IS	  THE	  CALIBRATION	  ERRORS	  STABLE:	  HIRES/KECK	  ?	  

1.  Mo&va&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  3.	  	  Calibra&on	  accuracy	  
2.  Basic	  principle 	  	  	  	  	  	  	  	  	  	  4.	  	  Calibra&on	  stability:	  VLT/HIRES	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

11	  

1.  1.	  Mo&va&ons	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  2.	  Basic	  principle	  
3.	  Wavelength	  calibra&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  4.	  	  calibra&on	  VLT,	  HIRES	  	  	  	  	  	  -‐-‐-‐TOPICS	  

	  Griest	  et	  al	  2010	  	  (for	  HIRES/Keck)	  
162 GRIEST ET AL. Vol. 708

Figure 5. Time evolution of iodine cell wavelength recalibration shift for echelle
order 67. Each line is labeled by the day-observation number, with the solid line
being the exposure taken earlier in the night.
(A color version of this figure is available in the online journal.)

but the relative shift between the transitions being compared.
Depending on the echelle order, Figure 4 shows relative shifts
of 300 m s−1 to 800 m s−1 within the same order. These shifts
could be dangerous since, depending upon the lines being being
compared, they could result in a systematic relative velocity
shift between lines, thereby mocking a changing α.

Next, we are interested in how this wavelength recalibration
shift varies with time. Thus, Figure 5 shows a more detailed look
at echelle order 67 which contains the Fe ii λ1608/λ1611 lines.
In the figure, different lines are the recalibration shifts for each
of the five exposures that used the iodine cell and are labeled
by their ID’s, e.g., 3-0 is the first exposure of PHL957 taken on
2004 October 3. See Table 1 for more details.

We note that each exposure has a similar, but not identical
shape as a function of wavelength, and that there is a different
wavelength offset for each exposure. While the variation over
this order for each exposure is typically 500 m s−1 or less, the
shift between different exposures can be as much as 2000 m s−1.
This means that the Th–Ar wavelength calibration that gives us
the wavelength solution as a function of pixel is not stable and
drifts with time.

It is of interest to note that recalibration offsets between nights
are in general larger than the drifts during each night. One
sees that on October 3 and 4, when the iodine cell exposures
where taken one after the other, the shift during the night was
substantially smaller than the inter-day shifts, while on October
5, when there was 3 hr between iodine cell exposures, there was
a larger shift.

Figure 5 is probably more important than the previous figure,
since it shows that the Th–Ar calibration is not stable over
time. If the wavelength shifts shown in Figure 4 were stable
in time, they could be removed and would have little effect on
the measurement of ∆α

α
. But large systematic wavelength shifts

during the night mean that measurements at the desired level of
precision may be difficult with Th–Ar calibration alone.

It is important to note that even though the calibration
errors reported here are much larger than the final velocity

Figure 6. Iodine recalibration shift vshift vs. ∆Tempin for the PHL957 iodine
exposures (labeled asterisks), and a star HD209837 (small squares). The shift is
the single best wavelength recalibration shift for echelle order 66 found by our
iodine line-fitting program. The quantity ∆Tempin is the temperature inside the
HIRES enclosure measured during the Th/Ar arc calibration exposure minus
the same temperature measured during the data exposure. The solid trend line,
vshift = −2459 ∆Tempin+853, is a fit to the points excluding QSO exposure
5-3. Exposure 5-3 appears twice labeled by which Th/Ar calibration arc was
used.
(A color version of this figure is available in the online journal.)

precision needed to determine ∆α
α

, it is possible that these
calibration errors average out and do not ruin the final ∆α

α
determination. In the many multiplet method, many different
lines are compared across many different absorbers at many
different redshifts. If the signs of the calibration errors are
random, the calibration errors may average away. A complete
discussion of this possibility is beyond the scope of this work,
but will be presented elsewhere.

2.3. Understanding the Calibration Shifts

We made some preliminary attempts at understanding the
causes of these unexpected wavelength calibration shifts. While
complete understanding of the causes and exploration of meth-
ods to correct for the shifts are beyond the scope of this paper,
we report some ideas and preliminary results here. We hope to
use additional data and analysis to find a more complete under-
standing, which will then be published elsewhere.

First, it is interesting that during all three nights, the shifts
became more negative at about 500 m s−1 per hour. Thus,
we plotted the shifts versus time, and also versus the various
temperatures, etc. that HIRES reports. With only six iodine
exposures, it is difficult to discern a pattern and impossible to
prove that a pattern exists, and in fact we did not see any fully
convincing trends.

The best partial trend is a decrease in calibration shift with
∆Tempin, where ∆Tempin is the difference in HIRES enclosure
temperature between when the Th/Ar calibration exposure was
taken and when the QSO exposure was taken. We plot this
trend in Figure 6, where the six QSO exposures are shown as
asterisks and individually labeled. The data are given in Table 1.
We see that the trend is badly broken by the fourth exposure
on October 5 (5-3 or ID 2097), which originally led us to
discount temperature as the main culprit. However, we have
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, it is possible that these
calibration errors average out and do not ruin the final ∆α
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determination. In the many multiplet method, many different
lines are compared across many different absorbers at many
different redshifts. If the signs of the calibration errors are
random, the calibration errors may average away. A complete
discussion of this possibility is beyond the scope of this work,
but will be presented elsewhere.

2.3. Understanding the Calibration Shifts

We made some preliminary attempts at understanding the
causes of these unexpected wavelength calibration shifts. While
complete understanding of the causes and exploration of meth-
ods to correct for the shifts are beyond the scope of this paper,
we report some ideas and preliminary results here. We hope to
use additional data and analysis to find a more complete under-
standing, which will then be published elsewhere.

First, it is interesting that during all three nights, the shifts
became more negative at about 500 m s−1 per hour. Thus,
we plotted the shifts versus time, and also versus the various
temperatures, etc. that HIRES reports. With only six iodine
exposures, it is difficult to discern a pattern and impossible to
prove that a pattern exists, and in fact we did not see any fully
convincing trends.

The best partial trend is a decrease in calibration shift with
∆Tempin, where ∆Tempin is the difference in HIRES enclosure
temperature between when the Th/Ar calibration exposure was
taken and when the QSO exposure was taken. We plot this
trend in Figure 6, where the six QSO exposures are shown as
asterisks and individually labeled. The data are given in Table 1.
We see that the trend is badly broken by the fourth exposure
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Fig:	  Time	  evoluNon	  of	  calibraNon	  
shij	  between	  (blue,black,red)	  and	  
within	  night	  (solid-‐dashed).	  
	  

Fig:	  Average	  calibraNon	  shij	  of	  an	  order	  
vs	  Temp	  difference	  of	  	  HIRES	  between	  
calibraNon	  and	  science	  exposure	  

èSpectrograph	  stability	  over	  
&me	  	  required.	  

èConstant	  temperature,	  low/stable	  pressure	  
	  of	  spectrograph	  required.	  
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Figure 7. Close-ups of the left edge of the Fe ii λ1608 line for observations taken on October 3 (black), October 4 (blue), and October 5 (red). The panels labeled
“Th/Ar” show results from the standard Th/Ar wavelength calibration, while the panels labeled “Iodine,” or “Iodine interp” show results after recalibration with
the iodine cell. The two panels labeled (a) are for the six exposures with the iodine cell in place, while the two panels labeled (b) are for the seven exposures taken
without the iodine cell, but recalibrated either using the iodine lines (upper panel) or using interpolation as described in the text (lower panel). The extra bumps in the
(a) panels are iodine lines, and the first part of the spectrum in exposure 5-0 is missing due to a cosmic ray. The iodine lines do not line up because of the barycentric
correction needed for PHL957.
(A color version of this figure is available in the online journal.)

one large file, and then sort by wavelength and fit. In some cases,
we rebin the data combining several data points and adding the
errors in quadrature, and in some cases, we just use the co-
added spectra from the standard HIRES pipeline. We treat the
data from 2002 separately since it was taken on a different CCD
chip. We also treat the data with and without the iodine cell
separately since the iodine lines add significant effective noise
to the PHL957 spectra.

3.1. Voigt Profile Fitting

We fit the spectra using a code we developed based upon the
CERN library MINUIT minimization program and the humdev
Voigt profile calculation routine (Wells 1999). We compared our
results with those of VPFIT (Carswell et al. 2008) and DUDE
(Kirkman et al. 2003) and found agreement for individual lines.
Using our own code allows us easily to do joint fits with the
redshifts of transitions varying independently and also allows
us to add additional parameters as needed. Figures 8 and 9 show
fit results for several transitions for the combined 2004 data. The
fit parameters are the redshift, the line width (b-value), and the
column density. We note that several of the lines are saturated,
making wavelength centroiding more difficult and less accurate.

3.2. Limit on Precision of ∆α
α

The S/N of each 2004 non-iodine spectra is approximately
25 pixel−1, giving a total S/N for the seven non-iodine exposures
of about 70 pixel−1. The individual iodine exposures have a S/N
of around 19 pixel−1, for a co-added total of about 47 pixel−1,
though the iodine lines cause the effective S/N to be lower
than this. The co-added 2002 data have S/N approximately
42 pixel−1. Our total S/N is thus quite high for a high redshift
object, and we want to first estimate the minimum possible error
on ∆α

α
that could be obtained with these spectra.

To do this, we use a Fisher matrix-type method suggested by
Murphy et al. (2008a), and Bouchy et al. (2001). For continuum-
normalized flux spectrum F (λi) with 1σ error array σF (λi),
the minimum possible uncertainty in velocity contributed by

pixel i is
σv(λi)

c
= σf (λi)

λi(∂F (λi)/∂λi)
. (2)

Thus, more precise velocity measurements come from pixels
with large flux gradients and small errors. The minimal possible
uncertainty in the velocity of a portion of spectrum is thus

σv = [Σi[1/σv(λi)]2]−1/2, (3)

where the sum is over pixels. Finally, the minimum uncertainty
in ∆α

α
can be found by performing a least-squares fit to a version

of Equation (1)

vj = v0 +
(

∆α

α

)
xj , xj = −2cqjλ0j , (4)

where j numbers of the lines that are being compared, v0 is a
constant offset (degenerate with the system redshift), and the
minimum error in ∆α

α
is just the fit uncertainty in the slope of

this linear equation.
Murphy et al. (2008a) performed this analysis for their data

and for the data of Chand et al. (2004), and Levshakov et al.
(2006), finding that while their own errors were (barely) within
the allowable minimum, the reported uncertainties of the others
were smaller than the minimum possible. The corrected version
of the Levshakov results (Molaro et al. 2008) does seem to be
in agreement with the minimum error limit.

We would like to perform such an estimate, but first note that
previous estimates of minimum errors did not include uncertain-
ties in the q values. Table 2 shows that these uncertainties can
be significant, and inclusion of these uncertainties will increase
both the Fisher matrix minimum errors and also the error on ∆α

α
.

One can include these uncertainties, σq(j ), in the fit and obtain
a more realistic minimum error estimate. In this case, rather
than a simple linear least-squares fit one must use a method
that allows errors in both the ordinate and the abscissa. Since
the uncertainties in q are theoretical estimates and not statistical
errors, this method is not technically completely consistent, but

Fig:	  Close	  up	  of	  Fe1608	  exposures.	  The	  shij	  in	  individual	  spectrum	  even	  ajer	  
interpolaNon	  of	  I2	  calibrated	  shij	  propagate	  to	  the	  combined	  spectrum!	  	  

èAbility	  to	  model	  the	  calibra&on	  shia	  to	  align	  the	  science	  exposure	  is	  
needed,	  i.e.	  we	  should	  be	  able	  to	  model	  these	  shias.	  
	  



LONG	  RANG	  CALIBRATION	  ERROR:	  HIRES/KECK,	  UVES/VLT,	  	  HARPS	  ?	  

1.  Mo&va&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  3.	  	  Calibra&on	  accuracy	  
2.  Basic	  principle 	  	  	  	  	  	  	  	  	  	  4.	  	  Calibra&on	  stability:	  VLT/HIRES	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

13	  

1.  1.	  Mo&va&ons	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  2.	  Basic	  principle	  
3.	  Wavelength	  calibra&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  4.	  	  calibra&on	  VLT,	  HIRES	  	  	  	  	  	  -‐-‐-‐TOPICS	  

	  Whitmore	  et	  	  al	  2015	  	  (for	  HIRES/Keck,	  UVES/VLT,	  HARPS)	   Systematic errors in quasar spectra 451

Figure 3. The solar twin supercalibration of three different spectrographs
compared on a single scale. The vertical offsets of each spectrograph are
shifted by an arbitrary constant velocity so that the overall structure can
be easily compared. HIRES and UVES are the slit spectrographs analysed
in detail in this paper, while HARPS is a fibre-fed and extremely stable
spectrograph shown for comparison. The long-range distortions of the slit
spectrographs in comparison to the fibre-fed spectrograph are clearly visible
as non-zero slopes. The velocity shift here and throughout this paper is
defined according to equation (1); the velocity shift should be added to the
ThAr wavelength to match the FTS reference.

temperature, a second fibre can constantly input the ThAr spectrum
to monitor any potential change in the wavelength scale, the instru-
ment is kept in a vacuum, and the fibre scrambles the image before
it is fed into the instrument. Nevertheless, studies of HARPS using
highly accurate laser frequency-comb calibration by Wilken et al.
(2010) and Molaro et al. (2013b) indicate that ThAr calibration re-
sults in ≈70 m s−1 distortions on echelle order scales (≈100 Å). The
intraorder distortions were proposed to arise from pixel size changes
near the edges of the 512-pixel manufacturing stamp pattern and
Molaro et al. (2013b) ruled out errors in the laboratory wavelengths
of the ThAr lines as another possible origin. Neither study revealed
evidence for long-range distortions, though they covered relatively
short/moderate wavelengths ranges (∼50 Å at 5150 Å and 4800–
5800 Å, respectively). Nor are long-range distortions evident in
the results of the line-by-line comparison by Molaro & Centurión
(2011) between HARPS asteroid spectra and solar altases (Allende
Prieto & Garcia Lopez 1998a,b) at 4000–4100 and 5400–6900 Å.

The results of a solar twin supercalibration using HARPS is
shown in Fig. 3. We see clear evidence of intraorder distortions in
these HARPS results, but with very little long-range wavelength
calibration distortion. The intraorder distortions are similar in both
shape and magnitude to those seen in the laser frequency-comb cal-
ibrated HARPS spectra of Wilken et al. (2010) and Molaro et al.
(2013b). This confirms that the solar twin supercalibration tech-
nique returns reasonably reliable information about relative dis-
tortions. However, our results are not identical to the frequency-
comb results: our intraorder distortions typically span approxi-
mately ±100 m s−1 across each order, with either a flattening or
slight reversal of the intraorder slope towards the order edges,
whereas the results of Wilken et al. (2010) and Molaro et al. (2013b)
generally show a ±70 m s−1 span with the slope reversing com-
pletely towards the order edges. An important possibility is that the
intraorder distortions are somewhat variable within HARPS, so fur-
ther testing of different supercalibration techniques with HARPS
is desirable. There may be some evidence in Fig. 3 for a small,
∼45 m s−1 per 1000 Å long-range distortion in the HARPS results

and/or a ∼50 m s−1 shift at ∼4750 Å. Given the lack of evidence
for long-range slopes of this magnitude in the previous HARPS
asteroid tests (Molaro & Centurión 2011; Molaro et al. 2013b), it
may be that the slope and/or shift we observe is due to systematic
effects in the Chance & Kurucz (2010) solar FTS spectrum. We do
not attempt to correct this possible effect in the results of this paper
because it is significantly smaller than the typical distortions we find
in the UVES and HIRES instruments. Nevertheless, it highlights the
importance of obtaining a more accurate solar reference spectrum
for use in supercalibrating astronomical spectrographs.

Fig. 3 also shows an example solar twin supercalibration from
both UVES and HIRES. The relative differences between the results
from these slit spectrographs and the fibre-fed HARPS instrument
is striking and compelling. There appear to be substantial long-
range wavelength calibration distortions in both UVES and HIRES.
Interestingly, it appears that each arm of UVES suffers from a
long-range distortion with a similar slope, while the single arm of
HIRES is characterized by a single distortion. The supercalibration
for each of these three instruments uses the same FTS reference,
so any intrinsic distortions from the supercalibration method itself
must be much smaller than the effect we are detecting in UVES
and HIRES. Finally, even if there is some conspiratorial way that
the FTS and HARPS spectrographs have wavelength distortions
that effectively cancel each other, the relative differences between
HIRES and UVES still remain (though their absolute levels of
distortion would be unknown).

In summary, the solar twin supercalibration is a new ap-
proach that reliably exposes and quantifies distortions in the ThAr
wavelength solution. The next section details the different long-
range wavelength-scale distortions in both the UVES and HIRES
instruments.

4 V E L O C I T Y D I S TO RT I O N S IN V LT-U V E S
A N D K E C K - H I R E S

One key advantage of the solar twin supercalibration method is
that exposures of various solar twin stars have been taken with
Keck-HIRES and VLT-UVES over many years. Applying the solar
twin supercalibration method to both the Keck-HIRES and VLT-
UVES archival exposures, taken across a wide range of dates and
conditions, therefore allows us to quantify the historical record of
long-range velocity distortions of the instruments. Below, we find
significant long-range velocity distortions in both Keck-HIRES and
VLT-UVES over most of their lifetimes, albeit somewhat sparsely
sampled. We examine the distortions themselves in this section,
while we analyse the impact that these distortions may have had on
previous fundamental constant measurements in Section 5.

4.1 Long-range velocity distortions

4.1.1 VLT-UVES

As described in Section 2.1, the UVES spectrograph has the option
of using a dichroic mirror to split incoming light into two arms (red
and blue). The red arm consists of two CCDs, while the blue arm has
a single CCD. There are a number of standard wavelength settings
for UVES that are referred to by their central wavelength in nm for
the two arms. For example, the 390/580 setting centres the blue arm
at 3900 Å and the red arm at 5800 Å. The central wavelength of the
blue arm falls in the centre of the blue CCD, while in the red arm
the central wavelength falls between the two CCDs.
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Figure 2. An example wavelength chunk of the solar twin supercalibration
method. The top panels shows the spectrum of HD146233, a solar twin,
observed with HIRES on 2007 July 13. The second panel shows the same
wavelength region of the solar spectrum as measured by an FTS. The third
panel shows normalized residuals of the best-fitting ‘supercalibration’ for
the chunk shown in the fourth panel.

similar spectral types to our Sun, e.g. G1V–G4V – and compared
their supercalibration results with those from known solar twins;
the results are very similar and it may well be possible to obtain
reliable supercalibration information from a much larger number
of stars than just those deemed as solar ‘twins’ or ‘analogues’. The
close match between the solar FTS and typical solar twin spectra
from the telescope can be easily seen in Fig. 2. The number density
of spectral features in the solar spectrum is such that the solar twin
(and asteroid) supercalibration technique provides a velocity shift
measurement with statistical precision of ≈12 m s−1 for each 500-
km s−1 chunk when the spectral SNR is ≈120 per 1.3-km s−1 pixel.
With ≈10 chunks per echelle order, this is adequate for diagnosing
relative velocity distortions of !30 m s−1 over intraorder and/or
long-range wavelength scales. This statistical error derives only
from the photon noise in the spectra, so this error will diminish as a
function of SNR−1. However, it will only improve with increasing
resolving power if the solar absorption lines are individually unre-
solved and not substantially blended together. Fig. 2 illustrates that,
at least at resolving powers typical of most quasar observations (R
∼ 50 000), the latter is not generally true. Therefore, the statistical
precision of this method is unlikely to improve substantially with
increasing resolving power.

Several concerns can be raised about the use of solar twins. First
of all, the absorption features of Sun-like stars change, so individual
absorption lines in the FTS reference and the solar twin spectrum

may have slightly different relative optical depths. However, the
way we derive the supercalibration information is not from any
particular line, but from chunks of a spectrum which contain many
lines. And, even if relative optical depth changes to many lines
conspired to produce a spurious velocity shift in one chunk, the
effect will be different in other chunks.

Secondly, it is important to realize that, even if the solar twin
is not exactly the same as our Sun and the relative strengths of
some lines differ, the underlying transition frequencies in the two
spectra are the same. Despite this, stellar activity, including the
motions of convective cells and star-spots, will cause shifts be-
tween the centroids of the absorption features in the star relative to
the FTS solar spectrum. These effects will have both random and
systematic components which are much less than the typical line
width, i.e. "100 m s−1. Line-to-line random shifts are diminished
in our technique because each chunk includes many lines, while
the systematic component should not be important for determin-
ing wavelength calibration distortions (i.e. systematic velocity shift
variations with wavelength). Due to similar activity variations in our
own Sun, our asteroid technique will also suffer from some of these
effects. However, a line-by-line analysis, like that first conducted
by Molaro et al. (2008b), coupled with monitoring of solar activity,
can in principle remove these effects.

Finally, if wavelength calibration distortions are driven by drifts
in the spectrographs, it may be a problem that there is a substantial
difference in the exposure times between solar twins and quasars.
However, the benefit of a short exposure time is that the calibra-
tion check is relatively rapid and can be taken during the night. A
possible advantage of this technique over using reflected solar light
from Solar system objects (e.g. asteroids like in Section 3.3.1, or
the moon) or sky emission spectra (e.g. Valenti et al. 1995), is that
stars are unresolved point sources.8 This means that they offer the
closest comparison to the quasar observations [aside from directly
comparing two spectra of the same object, which can provide infor-
mation about relative calibration distortions, e.g. Evans & Murphy
(2013)]. Solar twins are also at fixed positions in the sky – they do
not move at substantially non-sidereal rates like asteroids and other
Solar system objects. This increases the practicality of solar twin
supercalibration.

3.3.3 Test of solar FTS spectrum

Another possible concern about using the solar FTS reference is
the assumption that its wavelength scale is correct and does not
suffer from any systematic distortions itself. The FTS spectrum was
constructed by stitching together several overlapping FTS scans
of the solar spectrum (Chance & Kurucz 2010), and this stitching
could introduce long-range wavelength distortions. A few of these
concerns can be addressed by some relatively simple checks.

The High Accuracy Radial velocity Planet Searcher (HARPS)
spectrograph is a very stable, well-calibrated, temperature con-
trolled and, most importantly for the present considerations, fibre-
fed vacuum spectrograph on the ESO La Silla 3.6 m telescope
(Mayor et al. 2003). It differs in a number of ways from a slit
spectrograph in air (UVES and HIRES): the optical fibre feeds the
light directly to the instrument, the instrument is held to a constant

8 Some bright asteroids project angular sizes of !02 arcsec which, for
the purposes of most optical observations, where the seeing is typically
"05 arcsec, is unresolved. However, the brightest asteroids (e.g. Ceres and
Vesta) can be marginally resolved in such conditions.
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Fig:	  CalibraNon	  shij	  based	  on	  solar	  twin	  spectrum	  comparison	  with	  solar	  FTS	  
spectrum.	  CalibraNon	  shij	  	  averaged	  over	  chunk	  of	  8A,	  to	  get	  inter-‐order	  shijs	  

èLong	  range	  distor&on	  can	  	  be	  as	  large	  as	  	  ±200m/s	  per	  1000A.	  
èStability	  as	  in	  HARPS/3.6m	  desirable	  which	  	  can	  also	  be	  model	  easily.	  



INTRA-‐ORDER	  AND	  SLIT	  POSITIONING	  EFFECT	  (I2in	  fast	  rotaNng	  star)	  :	  HIRES/KECK,	  UVES/VLT	  

1.  Mo&va&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  3.	  	  Calibra&on	  accuracy	  
2.  Basic	  principle 	  	  	  	  	  	  	  	  	  	  4.	  	  Calibra&on	  stability:	  VLT/HIRES	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

1.  1.	  Mo&va&ons	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  2.	  Basic	  principle	  
3.	  Wavelength	  calibra&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  4.	  	  calibra&on	  VLT,	  HIRES	  	  	  	  	  	  -‐-‐-‐TOPICS	  

	  Whitmore	  et	  	  al	  2015	  	  (for	  HIRES/Keck,	  	  UVES/VLT)	  454 J. B. Whitmore and M. T. Murphy

Figure 8. The best-fitting supercalibration slope for all archival HIRES
solar twin and asteroid exposures we could identify with spectrograph set-
ups similar to those used for the quasar spectra used by Murphy et al.
(2004). The vertical lines denote two upgrades to HIRES: the installation of
the image rotator in late 1996 and the three-CCD chip mosaic installation in
2004. All of the HIRES measurements used in the Murphy et al. (2004)/King
et al. (2012) studies were made prior to 2004.

4.2 Quasar slit position effects

There are fundamental differences between a ThAr and quasar ex-
posure. First, the ThAr calibration lamp light fills the slit during
the calibration exposure, whereas the quasar presents a seeing disc
at the slit. Secondly, the ThAr light is directed to the slit via a
fold mirror, and any misalignment with respect to the quasar light
path could lead to differential vignetting by the spectrograph optics.
Finally, the ThAr light does not pass through the telescope optics,
and any vignetting effects, for example, from the support structure
of the secondary mirror, will not be present in the ThAr exposure
(e.g. Valenti et al. 1995).

In addition to these inherent differences, the practical goal of
keeping a quasar centred in the slit during long exposures is often
difficult to maintain. The quasar often drifts within – both along and
across – the slit. Drifts across the slit are particularly problematic
because they translate to velocity shifts in the spectral lines and
possibly higher order effects leading to velocity distortions. For ex-
ample, the effective IP will change as one side of the quasar seeing
disc is vignetted by the slit. If that effect has a wavelength-dependent
component (e.g. seeing dependence on wavelength), a velocity dis-
tortion could be induced. Also, as discussed above (Section 4.1.2),
if observations are not made at the parallactic angle, differential
atmospheric refraction may cause long-range velocity distortions.
However, as discussed in Murphy et al. (2001b, 2003), this is only
relevant for HIRES quasar spectra taken before the image rotator
was installed in 1996; all other spectra were observed with the slit
held at the appropriate angle.

Here, we attempt to quantify miscalibrations due to such quasar
position effects by taking several exposures of bright standard stars
with the iodine cell in place and deliberately placing the quasar at
different positions across the slit.

4.2.1 VLT-UVES

Two fast-rotating, bright stars, HR9087 and HR1996, were observed
in 2009 with VLT-UVES with a 0.7 arcsec slit and ‘attached’ ThAr
exposures. Three exposures of each star were recorded with the
iodine cell in place in the following way: the star was displaced from

Figure 9. Iodine cell supercalibration measurements of stars observed on
UVES. The stars were deliberately displaced across the slit in three positions
while the iodine cell was in the light path. Upper plot shows the three super-
calibration exposures of HR9087, and lower plot shows the three HR1996
exposures. Within each exposure, we plot alternating colours to distinguish
adjacent orders, and no velocity shift is applied.

the slit centre by about a third of the slit width and an exposure was
taken. The displacement was made in the spectral direction alone,
i.e. it was not moved along the slit, but only across the (short)
width of the slit. The star was then placed in the centre of the slit
and a second exposure was taken, followed by a third exposure
with the star displaced by about a third of the slit width in the
opposite direction to the first exposure. Finally, the iodine cell was
removed from the light path and an ‘attached’ ThAr was taken.
This entire procedure was done within a single OB, so there was
a single ‘attached’ ThAr exposure for the three corresponding star
exposures.

The iodine cell supercalibration was applied to each of the star
exposures (each calibrated with the single ThAr exposure) and
the results are shown in Fig. 9. The shifts in the star slit posi-
tion appear to translate only to a constant velocity shift, as ex-
pected, and by the expected amount (i.e. ∼2 km s−1). The intraorder
and long-range velocity distortions are also clearly apparent. How-
ever, neither of these appear to change in a deterministic way with
the star slit position. One final note is that these exposures were
taken within a single night, and yet the long-range supercalibration
slope is ≈400 m s−1 per 1000 Å in each of the HR9087 (upper plot)
spectra, while ≈100 m s−1 per 1000 Å in the HR1996 (lower plot)
spectra.
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Figure 10. Three iodine cell supercalibration measurements of star Hiltner
600 observed on HIRES while deliberately displacing the star to three po-
sitions across the slit. Within each exposure, we plot alternating colours to
distinguish adjacent orders, and no velocity shift is applied.

4.2.2 Keck-HIRES

In contrast to UVES, the gratings of the HIRES spectrograph are not
automatically reset after each OB (indeed there is no OB structure
or concept when using HIRES). Instead, observers leave the spec-
trograph’s gratings in place and take a ThAr before the telescope
slews to a new object. This allows for a more simple procedure
when conducting the same slit position experiment and this was
undertaken with HIRES in 2009 November using a 0.861 arcsec
slit, with the star Hiltner 600, with the results shown in Fig. 10. A
second test was conducted a month later using the stars HR9087 and
GD 71, whose results are shown in Fig. 11. In HIRES, it appears
that the intraorder distortions might change in shape systematically
with the placement of the star across the slit (cf. UVES). However,
this does not appear to have any effect on the long-range distortion
slope which seems nearly flat for these exposures.

4.3 Stability of the VLT-UVES wavelength scale

While the supercalibration method in Section 3 was used to de-
rive absolute velocity distortions, the relative stability of the ThAr
wavelength solutions can be tested in a more direct manner: by
comparing ThAr wavelength solutions from exposures taken over a
short timespan to each other. As shown in Section 4.1.1, for most
UVES exposures there are clear long-range velocity distortions.
Here, we investigate whether there are drifts in the spectrograph
over ∼20 min time-scales which change these distortions.

For three science–ThAr exposure pairs (call them A, B and C)
with ‘attached’ ThAr calibration exposures, taken about 10 min-
utes apart, we reduced science exposure B with each ThAr expo-
sure. In other words, the ThAr exposures A and C were effectively
‘unattached’ with respect to science exposure B, while ThAr expo-
sure B was ‘attached’ to science exposure B. We compare the ‘at-
tached’ wavelength solutions with the ‘unattached’ ones in Fig. 12
by simply subtracting ThAr exposure B’s wavelength solution from
those of ThAr exposures A and C. Fig. 12 shows that there is clearly
an instability in the ThAr wavelength solution over ≈20 min time-
scales that can produce a relative long-range velocity distortion of
several hundred m s−1 over 1000 Å. Further, the relative slope ap-
pears to be shared between the two arms, while the relative offset
between the central wavelength of each arm appears to be relatively
aligned. We stress that this is the relative slope because this is a

Figure 11. Three iodine cell supercalibration measurements of stars
HR9087 (upper) and GD 71 (lower) observed on HIRES while deliber-
ately displacing the star to three positions across in the slit. Within each
exposure, we plot alternating colours to distinguish adjacent orders, and no
velocity shift is applied.

Figure 12. Comparison of wavelength solutions from ‘unattached’ ThAr
exposures (points) to that derived from an ‘attached’ one (zero velocity
shift at all wavelengths). We compare two ‘unattached’ ThAr wavelength
solutions directly to the ‘attached’ ThAr wavelength solution. The two
‘unattached’ ThAr exposures were taken roughly 10 min before and 10 min
after the ‘attached’ ThAr exposure. Each point represents the average dif-
ference of the central 80 pixels of each order in the wavelength solution
between the ‘attached’ and the ‘unattached’ ThAr wavelength solutions.
The y-axis shows the shift plotted in velocity space between the two solu-
tions and the x-axis shows the location of the order in wavelength space.
The vertical dashed lines denote the central wavelength setting of each arm:
3900 Å for the blue arm, and 5800 Å for the red arm.
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Fig:	  CalibraNon	  shij	  based	  on	  1/3	  shij	  across	  the	  slit	  posiNon.	  Apart	  from	  
constant	  shij	  in	  both	  UVES	  and	  HIRES,	  there	  is	  change	  in	  slop	  within	  order	  in	  
HIRES	  (difficult	  to	  model	  !).	  	  

èIntra	  order	  shia	  	  varia&on	  up	  to	  500m/s;	  	  LASER	  COMB	  may	  be	  useful.	  
èFiber	  based	  spectrograph	  (like	  HARP)	  to	  avoid	  slit	  effect	  on	  science	  target	  will	  
be	  needed.	  
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Figure 4. The supercalibration of solar twin HD76440 (upper) and asteroid
Eunomia (lower) observed with UVES on 2013 May 15. The blue CCD is
plotted in blue (left), the two red CCDs are plotted in green (middle) and red
(right). In each exposure, the same arbitrary velocity shift has been applied
to the results of all three CCDs so that the results roughly centre on zero
velocity shift.

UVES was designed so that the gratings could be reliably set,
changed and reset to the same position such that dispersed wave-
lengths were directed to the same CCD location to within ≈1/10th
of a pixel. The goal of this design was to maximize time during the
night spent taking science exposures, with the ThAr calibration ex-
posures to be taken at the end of the night. Because of this design, the
gratings are automatically reset after each observation block (OB)
during the standard observation protocol. ThAr exposures taken in
this way are referred to as ‘unattached’. However, OBs may include
an ‘attached’ calibration exposure in which the science exposure is
followed immediately by a ThAr exposure without any intervening
grating reset. Such an ‘attached’ ThAr is clearly preferred when
accurate wavelength calibrations are required. Note that the spectra
used by King et al. (2012) in the larger VLT quasar sample of !α/α

measurements were taken predominantly in the ‘unattached’ mode.
On 2013 May 15, the solar twin HD76440 and the asteroid Eu-

nomia were observed several times, each with an ‘attached’ ThAr
exposure, over a 30 min period. The telescope was slewed between
these exposures. We plot the resulting supercalibration method re-
sults for both objects in Fig. 4. Intraorder (across a single echelle
order) velocity distortions are prevalent in all orders and an ap-
proximately linear long-range velocity distortion appears across the
wavelength range of each arm separately. The long-range velocity
slope is found by fitting an unweighted line to the average vshift per
order for each arm. There appears to be a similar slope in each arm

Figure 5. The best-fitting supercalibration slope of each arm in UVES
for all archival solar twin and asteroid exposures we could identify with
spectrograph set-ups similar to those used for the quasar spectra used by
King et al. (2012). The period before the vertical line denotes that in which
the King et al. quasar spectra were observed.

such that the total velocity shift over the wavelength range of each
arm is approximately the same. There also appears to be little or
no velocity shift between the central wavelengths of the two arms.
We find this to be a common distortion pattern for UVES and, from
the archival data we have, find that it appears to be independent
of the wavelength setting used in each arm. Because the centre of
the arms are aligned in velocity space, at least in these particular
exposures, the common slope effectively translates into an overall
‘lightning-bolt’ shaped distortion across the wavelength coverage
of the exposure.

We have sparse archival data that irregularly samples the wave-
length miscalibrations over the time range of the quasar observations
we consider. None the less, we find a few overall characteristics that
are shared generally by most of the supercalibration exposures we
analysed. The slope of the distortions appear to be of similar slope
and sign between the two arms, i.e. if the blue arm has a high posi-
tive slope, the red arm will also have a high positive slope. We also
find that positive slopes are more common in the archival supercali-
bration spectra we were able to identify. To plot this slope, we adopt
the following simple procedure. A weighted average vshift for each
order was first calculated, then an unweighted straight line was fit
to each average order value within each arm of the spectrograph.

As a visual summary of this best-fitting linear slope to the long-
range velocity distortions, we plot the slopes found as a function of
observation date in Fig. 5. This figure shows the results of the super-
calibration analysis on the solar spectra found in the UVES archive
with slit widths and settings that were also used during quasar obser-
vations. As is clearly seen, there is a fairly wide range of long-range
velocity slopes across the sparsely sampled history of UVES. The
range of slopes is typically between ±200 m s−1 per 1000 Å with
increased divergence after 2010. Data for the King et al. (2012)
were all taken in the years before 2009. The different slopes over
time do not suggest any simple characterization as a function of
time.

A number of hypotheses were tested in an attempt to correlate
the long-range slopes and parameters in the header values of the
object exposures as well as the corresponding ThAr exposures (e.g.
seeing, telescope altitude/elevation, slit-width, etc.), with no clear
relationship found. There are some hints that the distortions are
caused by a combination of effects, with at least one potentially
deterministic cause investigated in Section 4.3. Fig. 5 may also hint
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Figure 8. The best-fitting supercalibration slope for all archival HIRES
solar twin and asteroid exposures we could identify with spectrograph set-
ups similar to those used for the quasar spectra used by Murphy et al.
(2004). The vertical lines denote two upgrades to HIRES: the installation of
the image rotator in late 1996 and the three-CCD chip mosaic installation in
2004. All of the HIRES measurements used in the Murphy et al. (2004)/King
et al. (2012) studies were made prior to 2004.

4.2 Quasar slit position effects

There are fundamental differences between a ThAr and quasar ex-
posure. First, the ThAr calibration lamp light fills the slit during
the calibration exposure, whereas the quasar presents a seeing disc
at the slit. Secondly, the ThAr light is directed to the slit via a
fold mirror, and any misalignment with respect to the quasar light
path could lead to differential vignetting by the spectrograph optics.
Finally, the ThAr light does not pass through the telescope optics,
and any vignetting effects, for example, from the support structure
of the secondary mirror, will not be present in the ThAr exposure
(e.g. Valenti et al. 1995).

In addition to these inherent differences, the practical goal of
keeping a quasar centred in the slit during long exposures is often
difficult to maintain. The quasar often drifts within – both along and
across – the slit. Drifts across the slit are particularly problematic
because they translate to velocity shifts in the spectral lines and
possibly higher order effects leading to velocity distortions. For ex-
ample, the effective IP will change as one side of the quasar seeing
disc is vignetted by the slit. If that effect has a wavelength-dependent
component (e.g. seeing dependence on wavelength), a velocity dis-
tortion could be induced. Also, as discussed above (Section 4.1.2),
if observations are not made at the parallactic angle, differential
atmospheric refraction may cause long-range velocity distortions.
However, as discussed in Murphy et al. (2001b, 2003), this is only
relevant for HIRES quasar spectra taken before the image rotator
was installed in 1996; all other spectra were observed with the slit
held at the appropriate angle.

Here, we attempt to quantify miscalibrations due to such quasar
position effects by taking several exposures of bright standard stars
with the iodine cell in place and deliberately placing the quasar at
different positions across the slit.

4.2.1 VLT-UVES

Two fast-rotating, bright stars, HR9087 and HR1996, were observed
in 2009 with VLT-UVES with a 0.7 arcsec slit and ‘attached’ ThAr
exposures. Three exposures of each star were recorded with the
iodine cell in place in the following way: the star was displaced from

Figure 9. Iodine cell supercalibration measurements of stars observed on
UVES. The stars were deliberately displaced across the slit in three positions
while the iodine cell was in the light path. Upper plot shows the three super-
calibration exposures of HR9087, and lower plot shows the three HR1996
exposures. Within each exposure, we plot alternating colours to distinguish
adjacent orders, and no velocity shift is applied.

the slit centre by about a third of the slit width and an exposure was
taken. The displacement was made in the spectral direction alone,
i.e. it was not moved along the slit, but only across the (short)
width of the slit. The star was then placed in the centre of the slit
and a second exposure was taken, followed by a third exposure
with the star displaced by about a third of the slit width in the
opposite direction to the first exposure. Finally, the iodine cell was
removed from the light path and an ‘attached’ ThAr was taken.
This entire procedure was done within a single OB, so there was
a single ‘attached’ ThAr exposure for the three corresponding star
exposures.

The iodine cell supercalibration was applied to each of the star
exposures (each calibrated with the single ThAr exposure) and
the results are shown in Fig. 9. The shifts in the star slit posi-
tion appear to translate only to a constant velocity shift, as ex-
pected, and by the expected amount (i.e. ∼2 km s−1). The intraorder
and long-range velocity distortions are also clearly apparent. How-
ever, neither of these appear to change in a deterministic way with
the star slit position. One final note is that these exposures were
taken within a single night, and yet the long-range supercalibration
slope is ≈400 m s−1 per 1000 Å in each of the HR9087 (upper plot)
spectra, while ≈100 m s−1 per 1000 Å in the HR1996 (lower plot)
spectra.
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Figure 13. Slope of the difference between ThAr wavelength solutions
taken over a single night (blue points) and the preceding night (red points)
versus the derotator angle recorded in the UVES exposures’ headers. The line
shows the best-fitting linear slope to these points, indicating an extremely
tight correlation between the two quantities. We do not suggest extrapolating
this trend because, in ongoing tests to be reported in future, the relationship
appears to be sinusoidal when considering a broader derotator angle range.

slope only in comparison to the ‘attached’ ThAr wavelength so-
lution. This behaviour is remarkably similar to that found in the
absolute velocity distortions of Section 4.1.1, which suggests that
the cause of the long-range distortions is likely a physical effect
within the spectrograph.

We have identified the apparent cause of this effect by extending
the same analysis to other ThAr exposures taken throughout that
night and two taken the previous night. Fig. 13 shows the relation-
ship between the slope of the best-fitting linear velocity distortion
in the blue CCD against the derotator angle. The two red points
are the ThAr exposures taken the previous night, and they also
appear to align well with the overall slope of the trend. The tight-
ness of the correlation suggests that these relative distortions arise
due to the change in derotator angle with only a small possible
contribution from other effects like mechanical and/or temperature
drifts in the spectrograph. The exposures cover only a small derota-
tor angle range and, in ongoing tests to be reported in a future paper,
it appears likely that the trend does not continue linearly but rather
cycles sinusoidally. It is surprising that the image rotator would
itself induce a long-range velocity distortion in the ThAr spectrum,
and it remains unclear whether, and in what manner, the effect
would potentially propagate to the quasar spectrum as well. Again,
this is only the intrinsic relative instability in the ThAr wavelength
solution, and the absolute distortions in the wavelength scale of the
quasar spectrum cannot be inferred from it except by a comparison
method like supercalibration.

Finally, we undertook a similar analysis with Keck-HIRES, but
on that spectrograph the ThAr light does not pass through the image
rotator (unlike on UVES), and no relationship between rotator angle
and any relative slope was found.

4.4 Summary and hypothesis

The distortion results of the supercalibration method can be sum-
marized as follows. In both UVES and HIRES, tests of the effect
of deliberate slit position offsets shows that the position of an as-
tronomical object across the slit will give rise to a constant veloc-
ity shift to the spectrum, while a miscentreing does not appear to
induce long-range velocity slopes. These constant velocity shifts
have the effect of smearing the spectrum and degrading the overall

signal in co-added spectra, but will not add to a relative veloc-
ity shift between lines, except in cases where different wavelength
coverages are co-added (Evans & Murphy 2013). Also, the guiding
will move the object in the slit, especially during long exposures
typical of quasar observations. The slit position effects will there-
fore be present in most quasar exposures but they will not greatly
affect varying-α analyses.

Much more important are the intraorder and long-range velocity
distortions, both of which are ubiquitous in both spectrographs.
The long-range distortions are particularly concerning for varying-
α analyses. It appears that in UVES there tends to be a ‘lightning
bolt’ distortion in the wavelength scale across the blue and red arms
of the spectrograph. In HIRES, it appears that, in most cases, the
same distortion applies across all three chips in the single arm,
albeit with some flattening in the bluest ∼third of the wavelength
coverage. The long-range distortions do not appear to change with
the slit position of the object in either spectrograph, whereas the
intraorder distortion shapes may change due to this effect in HIRES.

With these facts in mind, we may establish a working hypothesis
for the cause(s) of the long-range distortions, though we do not
claim to provide an ultimate explanation here. We propose that the
effective IP changes across the spectrographs’ focal planes in both
the spectral and spatial directions, according to some vignetting
effect within the spectrographs. It has been shown previously that
the HIRES IP varies across an order in iodine star studies (Valenti
et al. 1995; Butler et al. 1996); we assume the UVES IP must vary
by a similar magnitude. If the IP variation is significantly different
for the ThAr calibration exposure, it may lead to the calibration
distortions we observe. Because the long-range distortions are not
noticeably sensitive to astronomical slit position, if this hypothe-
sis is correct then the vignetting effect must be most prominent
and variable in the ThAr calibration exposures. This possibility is
supported by Fig. 13, which shows large changes in the distortion
slope when different ThAr exposures, taken at different (de)rotator
angles, are compared. Differential changes in the IP across the focal
plane, between the ThAr and astronomical object exposures, will
be degenerate (to first order) with apparent relative velocity shifts
between transitions at different wavelengths. That is, long-range
and intraorder velocity distortions will result, and cause systematic
effects in "α/α measurements.

5 IM P L I C AT I O N S FO R P R E V I O U S VA RY I N G -α
STUDIES

The long-range velocity distortions identified in Section 4 have
direct implications for measuring "α/α with UVES and HIRES.
In this section, we analyse the potential impact of these distortions
on previous studies by applying a simple model of the measured
supercalibration distortions to simulated data. We then fit for "α/α

on this distorted simulated data in an attempt to quantify the effect
of the velocity distortions. The absorption systems that we consider
come from the VLT-UVES measurements of Webb et al. (2011) and
King et al. (2012) and the Keck-HIRES measurements of Murphy
et al. (2003, 2004) and King et al. (2012).

The simulated data for both UVES and HIRES were generated
with the same process, and we applied the distortion model of each
spectrograph to its respective absorption system sample. We used
RDGEN 10.09 to simulate each absorption system spectrum with a
pixel-size of 1.3 km s−1, an SNR of 2000 pix−1 and a Gaussian IP

9 Both VPFIT and RDGEN are available at http://www.ast.cam.ac.uk/~rfc/
vpfit.html

MNRAS 447, 446–462 (2015)Downloaded from https://academic.oup.com/mnras/article-abstract/447/1/446/989133
by ARYABHATTA RESEARCH INSTITUTE OF OBSERVATIONAL SCIENCES(ARIES) user
on 03 November 2017

1.  CalibraNon	  for	  α=e2/ħc	  measurement:	  
1.  Found	  in	  both	  the	  spectrograph	  
2.  UVES,	  mostly	  +ve	  slop	  over	  Nme	  (<2008),	  

and	  perhaps	  could	  be	  model.	  
3.  HIRES,	  fluctuate	  both	  in	  +ve/-‐ve,	  perhaps	  

difficult	  to	  correct.	  
2.	  Certainly	  it	  weaken	  the	  α	  variaNon	  HIRES/KECK	  
claim?	  	  
èHOPE	  now	  on	  new	  TMT-‐spectrograph!	  

Over	  small	  angle:	  not	  to	  extrapolate	  



CALIBRATON	  	  ERROR	  for	  VARIATION	  OF	  μ=me/mp	  
	  	  

1.  1.	  Mo&va&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  3.	  	  Calibra&on	  accuracy	  
2.  Basic	  principle 	  	  	  	  	  	  	  	  	  	  4.	  	  Calibra&on	  stability:	  VLT/HIRES	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

16	  

1.  1.	  Mo&va&ons	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  2.	  Basic	  principle	  
3.	  Wavelength	  calibra&on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  4.	  	  calibra&on	  VLT,	  HIRES	  	  	  	  	  	  -‐-‐-‐TOPICS	  

Rahmani	  et	  al	  2013	  (filled	  star,	  ajer	  
super	  calibraNon,	  UVES/VLT)	  

Summary & Conclusion: α or α(t) ?

• Revised statistical error: ⟨∆α/α⟩w = (0.01 ± 0.15) × 10−5

(Srianand et al 2007)

• λi = λ0(1 + zabs)(1 + Ki
∆µ

µ
)

Hum Chand High-resolution spectroscopic for variation of fundamental constants

Constraining !µ/µ towards HE 0027−1836 869

Figure 9. Absorption profile of H2 transitions of J = 3 level and the best-fitting Voigt profile to the combined spectrum of all exposures after excluding
EXP19. The normalized residual (i.e. ([data]−[model])/[error]) for each fit is also shown in the top of each panel along with the 1σ line. We identify the clean
absorption lines by using the letter ‘C’ in the right bottom of these transitions. The vertical ticks mark the positions of fitted contamination.

Figure 10. Reduced redshift versus the Ki for all the fitted H2 lines in the case of combined spectrum of all exposures except EXP19. Lines from different
J-levels are plotted with different symbols. The best-fitting linear line for different J-levels with the constraint that the slope should be same is also shown.
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correction and the corresponding reduced χ2 are given in columns
7 and 8, respectively. As noted earlier the statistical errors from
the VPFIT are about 25–30 per cent underestimated compared to
the bootstrap errors obtained in the z versus K analysis. It is also
clear from the table that correcting the velocity offset leads to the
reduction of the !µ/µ up to 6.2 ppm for the combined data set.
Column 6 in Table 4 gives the Akaike information criteria (AIC;
Akaike 1974) corrected for the finite sample size (AICC; Sugiura
1978) as given in the equation 4 of King et al. (2011). We can use
AICC in addition to the reduced χ2 to discriminate between the
models.

Next, we consider the two-component Voigt profile fits (i.e.
case-B) where we keep !µ/µ as an additional fitting parameter.
The results are also summarized in columns 9–13 of Table 4. The
!µ/µ measurements, associated reduced χ2 and AICC parameters
for uncorrected data are given in columns 9, 10 and 11, respectively.
Results for the corrected data are provided in columns 12 and 13.
For the whole sample, we find !µ/µ = −2.5 ± 8.1 ppm with a
reduced χ2 of 1.177. The reduced χ2 in this case is slightly lower
than the corresponding single-component fit. In addition, we find
that the difference in AICC is 52 in favour of two-component fit
(i.e. case-B). Table 4 also presents results for individual cycle data
for the two-component fit.

The comparison of AICC given in columns 6 and 11 of the Table 4
also clearly favours the two-component fit (i.e. case-B). Therefore,
we will only consider measurements based on two-component fit in
the following discussions. However, bootstrapping errors in the case
of z versus K linear regression analysis (of single-component fit)
are larger and robust when comparing with the errors from VPFIT. In
the case of combined spectrum of all exposures (last row of Table 4)
we need to quadratically add 6.2 ppm to the VPFIT error to get the
z versus K error. This can be considered as typical contribution of
the systematic errors. So we consider the two-component fit results
with the enhanced error in further discussions.

5 D ISCUSSION

We have analysed the H2 absorption lines from a DLA at
zabs = 2.4018 towards HE 0027−1836 observed with VLT/UVES as
part of the ESO Large Programme ‘The UVES large programme for
testing fundamental physics’. We carried out !µ/µ measurements
based on z versus K analysis. Our cross-correlation analysis shows
that one of the exposures has a large velocity shift with respect to the
remaining exposures. Excluding this exposure from the combined
spectrum we find a !µ/µ = (− 2.5 ± 8.1stat ± 6.2sys) × 10−6.

To understand the possible systematics affecting our obser-
vations, we studied the asteroids observed with VLT/UVES in
different cycles. Comparing the asteroids spectra and very ac-
curate solar spectrum, we show the existence of a wavelength-
dependent velocity shift with varying magnitude in different cy-
cles. Correcting our observations for these systematics, we measure
!µ/µ = (− 7.6 ± 8.1stat ± 6.2sys) × 10−6. Our measurement is
consistent with no variation in µ over the last 10.8 Gyr at a level of
one part in 105. Our null result is consistent with !µ/µ measure-
ments in literature from analysis of different H2-bearing sightlines
(Thompson et al. 2009b, table 1).

Fig. 12 summarizes the !µ/µ measurements based on dif-
ferent approaches at different redshifts. As can be seen our
new measurement is also consistent with the more recent accu-
rate measurements using H2 at z ≥ 2. Wendt & Molaro (2012)
found a !µ/µ = (4.3 ± 7.2) × 10−6 using the H2 absorber

Figure 12. Comparing !µ/µ measurement in this work and those in the
literature. All measurements at 2.0 <z < 3.1 are based on the analysis of
H2 absorption. The filled asterisk shows our result. The downward empty
and filled triangles are the !µ/µ measurements from van Weerdenburg
et al. (2011) and Malec et al. (2010), respectively. The filled upward triangle
and the empty and filled squares are, respectively, from King et al. (2011),
King et al. (2008) and Wendt & Molaro (2012). The solid box and the open
circle present the constraint obtained, respectively, by Rahmani et al. (2012)
and Srianand et al. (2010) based on the comparison between 21-cm and
metal lines in Mg II absorbers under the assumption that α and gp have not
varied. The !µ/µ at z < 1 are based on ammonia and methanol inversion
transitions and their 5σ errors are shown. The two measurements at z ∼ 0.89
with larger and smaller errors are, respectively, from Henkel et al. (2009)
and Bagdonaite et al. (2013) based on the same system. The two !µ/µ

at z ∼ 0.684 with larger and smaller errors are, respectively, from Murphy
et al. (2008) and Kanekar (2011) based on the same system.

at z = 3.025 towards Q0347−383. King et al. (2011) and van
Weerdenburg et al. (2011) used H2 and HD absorbers at, respec-
tively, z = 2.811 and 2.059 towards Q0528−250 and J2123−005 to
find !µ/µ = (0.3 ± 3.2stat ± 1.9sys) × 10−6 and (8.5 ± 4.2) × 10−6.
The measurement towards Q0528−250 is the most stringent !µ/µ

measurement reported till date. However, large discrepancies (a
factor of ∼50) in the reported N(H2) values by King et al. (2011)
and Noterdaeme et al. (2008) are a concern and their effect on
!µ/µ needs to be investigated. King et al. (2008) have found
!µ/µ = (10.9 ± 7.1) × 10−6 at z = 2.595 towards Q0405−443.
Using these measurements and ours, we find the weighted mean
of !µ/µ = (4.1 ± 3.3) × 10−6. If we use the measurement
of Thompson et al. (2009b) of !µ/µ = (3.7 ± 14) × 10−6

for the system towards Q0405−443, we get the mean value of
!µ/µ = (3.2 ± 2.7) × 10−6. However, we wish to point out
that three out of four UVES-based measurements show positive
values of !µ/µ. As any wavelength-dependent drift in these
cases could bias these measurements towards positive !µ/µ (see
Section 3.2.2), we should exercise caution in quoting combined
!µ/µ measurements.

Best constraints on !µ/µ in quasar spectra are obtained using
either NH3 or CH3OH (Murphy et al. 2008; Henkel et al. 2009;
Kanekar 2011; Bagdonaite et al. 2013). These measurements reach
a sensitivity of 10−7 in !µ/µ. However, only two systems at high
redshift are used for these measurements and both at z < 1. Based
on 21-cm absorption, we have !µ/µ = (0.0 ± 1.5) × 10−6 (at
z ∼ 1.3 by Rahmani et al. 2012) and !µ/µ = (− 1.7 ± 1.7) × 10−6

(at z ∼ 3.2 by Srianand et al. 2010). While these measurements are
more stringent than H2-based measurements, one has to assume no
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866 H. Rahmani et al.

Figure 5. The velocity shifts between different asteroid exposures, after
subtracting a mean velocity difference, with time gaps of one or two nights.
The name of the asteroid and observing dates of the two exposures are shown
in each panel. The standard deviation of the velocities are shown as dotted
lines.

Figure 6. The velocity shifts measured in different echelle orders between
asteroid exposures observed in different cycles. The dotted line shows the
standard deviation of the velocity offsets.

different cycles. The abscissa is the absolute echelle order of the
UVES and we have only shown the results for the orders that cover
the wavelength range of 3330–3800 Å. The velocity offsets hardly
reach a peak-to-peak difference of 50 m s−1 in the case of 2011
and 2012 observation. The scatter we notice here is very much
similar to the one found by Molaro et al. (2008). The larger velocity
errors and scatter seen in the case of 2010 observation is related
to the lower SNR of the spectra of these asteroids as they are
observed in a high airmass (see Table 2). However, this exercise
shows that UVES is stable over short time-scales (i.e. a gap of
up to 2 d). Fig. 6 shows the velocity offsets between the spectra
of IRIS observed in 2006 and 2012 (bottom panel) and spectra of
CERES observed in 2010 and 2011 (top panel). Asterisks are used
to show the individual velocity offsets seen in each order and the
filled squares show the mean of them. While in the case of CERES
we find a (random) pattern (within a !v = 20 m s−1) similar to
what we see in Fig. 5, in the case of IRIS there exists a clear steep
increase of the mean velocity offsets as one goes towards lower
echelle orders (or longer wavelengths). The wavelength-dependent
velocity shifts seen in the case of IRIS is a signature of a severe
systematic effect affecting the UVES spectrum taken in the year
2012 as suggested by our cross-correlation analysis of the quasar
spectra (see Fig. 4). As the experiment carried out here is relative,
we cannot clearly conclude whether the problem comes from either

Figure 7. The velocity shift measurements using cross-correlation analysis
between solar and asteroids spectra. The solid line in each panel shows the
fitted line to the velocities. The !µ/µ corresponding to the slope of the
fitted straight line is also given in each panel.

of the cycles or both. However, Molaro et al. (2008) did not find any
wavelength-dependent systematics while comparing its absorption
wavelengths in IRIS spectrum taken in the year 2006 with those of
solar spectra for λ ≥ 4000 Å. Unravelling this problem requires a
very accurate absolute wavelength reference. We will consider the
solar spectrum as an absolute reference for this purpose in the next
section for further exploring this systematic.

3.2.2 Solar–asteroid comparison

Molaro et al. (2008) have used the very accurate wavelengths of the
solar absorption lines in the literature as the absolute reference and
compared them with the measured wavelengths of the same lines in
the asteroid spectrum observed with UVES. Unfortunately, such an
exercise is only possible for λ ≥ 4000 Å as the solar absorption lines
are severely blended for shorter wavelengths. However, using an ac-
curately calibrated solar spectrum, we can cross-correlate it with the
asteroid spectra of different years. We use the solar spectra discussed
in Kurucz (2005, 2006) as the solar spectrum template.2 This spec-
trum is corrected for telluric lines and the wavelength scale of the
spectrum is corrected for the gravitational redshift (∼0.63 km s−1)
and given in air. Therefore, we used UVES spectra before applying
air-to-vacuum conversion for the correlation analysis. The uncer-
tainties associated with the absolute wavelength scale of Kurucz
(2005) is ∼100 m s−1. We then measure the velocity offset between
the solar and asteroid spectra in windows of the sizes of the UVES
orders between 3330 and 3800 Å.

The results of the correlation analysis are presented in Fig. 7 as
the solar–asteroid offset velocity versus the wavelength. Different
symbols in each panel correspond to different asteroid exposures
obtained within a period of couple of days. We have subtracted the
mean velocity offset (coming from the radial velocity differences)
in each case to bring the mean level to zero. A qualitative inspec-
tion shows that the velocity offsets in all cases increase as wave-
lengths increase though with different slopes for different years.
Obviously, the two asteroids spectra acquired in 2012 show the
largest slopes. As wavelength-dependent velocity shifts can mimic

2 The spectrum is taken from http://kurucz.harvard.edu/sun/fluxatlas2005/.
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Figure 5. The velocity shifts between different asteroid exposures, after
subtracting a mean velocity difference, with time gaps of one or two nights.
The name of the asteroid and observing dates of the two exposures are shown
in each panel. The standard deviation of the velocities are shown as dotted
lines.

Figure 6. The velocity shifts measured in different echelle orders between
asteroid exposures observed in different cycles. The dotted line shows the
standard deviation of the velocity offsets.

different cycles. The abscissa is the absolute echelle order of the
UVES and we have only shown the results for the orders that cover
the wavelength range of 3330–3800 Å. The velocity offsets hardly
reach a peak-to-peak difference of 50 m s−1 in the case of 2011
and 2012 observation. The scatter we notice here is very much
similar to the one found by Molaro et al. (2008). The larger velocity
errors and scatter seen in the case of 2010 observation is related
to the lower SNR of the spectra of these asteroids as they are
observed in a high airmass (see Table 2). However, this exercise
shows that UVES is stable over short time-scales (i.e. a gap of
up to 2 d). Fig. 6 shows the velocity offsets between the spectra
of IRIS observed in 2006 and 2012 (bottom panel) and spectra of
CERES observed in 2010 and 2011 (top panel). Asterisks are used
to show the individual velocity offsets seen in each order and the
filled squares show the mean of them. While in the case of CERES
we find a (random) pattern (within a !v = 20 m s−1) similar to
what we see in Fig. 5, in the case of IRIS there exists a clear steep
increase of the mean velocity offsets as one goes towards lower
echelle orders (or longer wavelengths). The wavelength-dependent
velocity shifts seen in the case of IRIS is a signature of a severe
systematic effect affecting the UVES spectrum taken in the year
2012 as suggested by our cross-correlation analysis of the quasar
spectra (see Fig. 4). As the experiment carried out here is relative,
we cannot clearly conclude whether the problem comes from either

Figure 7. The velocity shift measurements using cross-correlation analysis
between solar and asteroids spectra. The solid line in each panel shows the
fitted line to the velocities. The !µ/µ corresponding to the slope of the
fitted straight line is also given in each panel.

of the cycles or both. However, Molaro et al. (2008) did not find any
wavelength-dependent systematics while comparing its absorption
wavelengths in IRIS spectrum taken in the year 2006 with those of
solar spectra for λ ≥ 4000 Å. Unravelling this problem requires a
very accurate absolute wavelength reference. We will consider the
solar spectrum as an absolute reference for this purpose in the next
section for further exploring this systematic.

3.2.2 Solar–asteroid comparison

Molaro et al. (2008) have used the very accurate wavelengths of the
solar absorption lines in the literature as the absolute reference and
compared them with the measured wavelengths of the same lines in
the asteroid spectrum observed with UVES. Unfortunately, such an
exercise is only possible for λ ≥ 4000 Å as the solar absorption lines
are severely blended for shorter wavelengths. However, using an ac-
curately calibrated solar spectrum, we can cross-correlate it with the
asteroid spectra of different years. We use the solar spectra discussed
in Kurucz (2005, 2006) as the solar spectrum template.2 This spec-
trum is corrected for telluric lines and the wavelength scale of the
spectrum is corrected for the gravitational redshift (∼0.63 km s−1)
and given in air. Therefore, we used UVES spectra before applying
air-to-vacuum conversion for the correlation analysis. The uncer-
tainties associated with the absolute wavelength scale of Kurucz
(2005) is ∼100 m s−1. We then measure the velocity offset between
the solar and asteroid spectra in windows of the sizes of the UVES
orders between 3330 and 3800 Å.

The results of the correlation analysis are presented in Fig. 7 as
the solar–asteroid offset velocity versus the wavelength. Different
symbols in each panel correspond to different asteroid exposures
obtained within a period of couple of days. We have subtracted the
mean velocity offset (coming from the radial velocity differences)
in each case to bring the mean level to zero. A qualitative inspec-
tion shows that the velocity offsets in all cases increase as wave-
lengths increase though with different slopes for different years.
Obviously, the two asteroids spectra acquired in 2012 show the
largest slopes. As wavelength-dependent velocity shifts can mimic

2 The spectrum is taken from http://kurucz.harvard.edu/sun/fluxatlas2005/.
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	  RelaNve	  calibraNon	  error	   Absolute	  calibraNon	  error	  

èLike	  for	  α=e2/ħc	  varia&on,	  calibra&on	  error	  equally	  important	  for	  	  

μ=me/mp	  varia&on.	  

Fig:	  Velocity	  shijs	  between	  asteroid	  
exposures	  (ajer	  subtracNng	  mean	  shij).	  

Fig:	  Velocity	  shijs	  ajer	  cross-‐correlaNng	  
observed	  asteroid	  with	  solar	  spectra.	  
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	  Kotus	  et	  al	  2017	  

èWish	  list:	  Detector	  with	  material	  avoiding/mi&gate	  effects	  of	  
fringing	  and	  ar&fact	  of	  sky-‐subtrac&on	  and	  flat-‐fielding	  etc.	  

1.  At	  high-‐SNR,	  many	  fringes	  are	  
significant.	  

2.  Will	  also	  be	  in	  line	  fibng	  
region?	  

3692 S. M. Kotuš, M. T. Murphy and R. F. Carswell

Figure 6. Example of the fringing effect in the red part of the combined
0809 sub-spectrum. Red shading represents the reddest half of the right
fitting region of the Mg II 2803 transition. Many fringes are evident as
significant, low-level (note the zoomed vertical axis range) variations in the
unabsorbed continuum flux over ∼20–100 pixel ranges. These fringes are
likely to be present in the fitting regions of the Mg I/II transitions as well.
Fringing with similar magnitude, but uncorrelated structure, is evident in all
sub-spectra.

Figure 7. Comparison of the UVES, HARPS and bHROS spectra for the
right region of the Fe II 2382 transition. The S/N per km s−1 are 200, 31 and
29 in the continuum, respectively, and it is clear that there is little evidence,
if any, for additional velocity structure from the higher resolution spectra
because of their much lower S/N per km s−1.

the S/N per km s−1 is ∼6.5 times lower for HARPS than for UVES,
they may reveal information about unresolved velocity components,
so we explore these differences further below. However, for this rea-
son, it is already clear that the HARPS and bHROS spectra offer
much less precise constraints on !α/α and no firm constraint on the
reality of any individual velocity component in our fiducial model,
so we do not directly include the HARPS and bHROS spectra for
our !α/α measurement.

As a second step, we tried to assess a different, more collective
property of the velocity structure: how closely velocity components
are spaced relative to their widths. We constructed two simulated
models, consisting of more and fewer velocity components than in
the fiducial model, in a velocity range between −15 and 28 km s−1.
The first model was constructed from our fiducial model by merging
narrow velocity components into a smaller number of 4 km s−1wide
(i.e. b = 4 km s−1) velocity components. The second model was
constructed from our fiducial model by separating each component
broader than 1 km s−1 into two or more, 1 km s−1 wide components.
We minimized χ2 between these new ‘resolved’ and ‘unresolved’
models and the UVES spectrum, using the Fe II transitions only,

Figure 8. Apparent column density as a function of velocity in the near-
saturated regions of the absorption profile for the Fe II 2382 and Fe II 2600
transitions. The upper and middle panels show two different models with the
b-parameters of all velocity components from our fiducial model converted
to 4 and 1 km s−1, respectively. The lower panel shows the apparent column
density of the real UVES and HARPS spectra (pixels in which noise fluc-
tuations gave negative flux values are not plotted). The profiles match very
well between the Fe II 2382 and Fe II 2600 transitions at UVES resolution
in the saturated regions at 0, 10 and 24 km s−1(pink and black solid lines in
the middle panel). However, they do not match as closely at higher, bHROS
resolution, or in the case of broader velocity components which are resolved
at UVES resolution. This implies that, if we have a closely packed velocity
structure in reality, with individually unresolved components at UVES res-
olution, we should expect Fe II 2382 and Fe II 2600 apparent column-density
profiles to match well. This is what we observe in the lower panel, providing
some evidence for a closely packed velocity structure in reality.

while holding the redshifts and b-parameters fixed and allowing
the column densities to vary. We converted the instrumental pro-
file width in both models to that of the bHROS spectrograph (i.e.
R = 140 000) and converted the resulting flux profiles into apparent
column-density profiles according to

log Na = log
ln(1/F )

(f λ0)πe2/mec
(2)

where F is the continuum-normalized flux, f and λ0 are the oscillator
strength and the transition’s rest wavelength and me and e are the
mass and charge of the electron.

Fig. 8 compares the apparent column-density profiles of the
Fe II 2382 and 2600 transitions, for both resolved and unresolved
models at both UVES and bHROS resolution. By offering a com-
parison of the apparent column-density profiles of these transitions,
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Wavelength	  calibra&on	  accuracy	  is	  	  crucial:	  
1.  Uncertainty	  	  in	  Δα/α	  ≈σ	  Δλ/λ/(Qi	  -‐Qj)	  ;	  Qi	  being	  sensiNve	  coefficient	  
2.  At	  R≈40000	  accuracy	  of	  about	  1	  mÅ	  	  (i.e.	  60m/s	  e.g.	  at	  5000A)	  

1.  èΔλ/λ	  ≈2x10-‐7	  	  
2.  è	  Uncertainty	  	  in	  Δα/α	  ≈2x10-‐6	  (for	  Qi	  -‐Qj	  ≈0.1)	  

	  
Exis&ng	  wavelength	  calibra&on	  systema&cs:	  
1.  Intra-‐order	  (short	  range	  distorNon).	  

1.  Can	  be	  as	  large	  as	  500m/s	  within	  a	  Echelle	  order	  
	  	  	  	  	  è	  LASER	  COMB	  instead	  of	  Th-‐Ar	  

2.  Inter-‐order	  (long	  range	  distorNon):	  	  	  Evidence	  exist	  in	  archival	  data	  of	  UVES/VLT	  and	  HIRES/
KECK	  for	  such	  distorNon	  varying	  ±200m/s	  per	  1000A.	  

	  	  	  	  	  	  	  	  è	  Fiber	  fed	  spectrograph	  @constant	  temperature,	  @low	  and	  stable	  pressure	  
Spectral	  coverage	  and	  resolu&ons:	  
1.  Longer	  the	  beeer	  (	  to	  take	  advantage	  of	  lines	  varying	  sensiNve	  coefficient),	  but	  not	  at	  the	  

cost	  of	  long	  range	  distorNonsè	  Coverage	  	  ≈0.4-‐0.7μm	  minimum.	  	  
2.  QSOs	  line,	  few	  km/s,	  rarely	  of	  less	  than	  1	  km/s	  .	  èResolu&ons	  ≈100000-‐150000	  (also	  not	  

at	  the	  cost	  of	  SNR	  ).	  
3.  The	  	  typical	  100	  systems	  with	  SNR≈500	  è	  Δα/α	  accuracy	  ≈10-‐7	  -‐10-‐8	  ,	  provided	  we	  

controlled	  systemaNcs	  (cf.	  long	  wavelength	  distorNon)	  at	  the	  level	  of	  few	  m/s	  (cf.	  HARPS).	  
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Accuracy	  @TMT:	  With	  these	  wish	  list,	  about	  two	  order	  of	  improvement	  in	  
accuracy	  is	  expected	  	  

1.  Detec&on	  of	  varia&on:	  	  Will	  give	  first	  proof/support	  for	  	  extra	  	  dimension	  
theory	  if	  any.	  	  

2.  Non-‐detec&on	  of	  varia&on:	  	  Will	  also	  put	  strong	  constraint	  on	  unificaNon	  
theories	  

	  	  

	  	  
TMT	  Key	  advantage:	   	  	  

1.  As	  TMT	  will	  be	  the	  largest	  telescope	  in	  northern	  sky	  so	  will	  be	  crucial	  to	  
immediately	  test	  	  the	  variaNon	  detected	  by	  HIRES/KECK,	  hence	  the	  
proposed	  spaNal	  variaNon	  (cf.	  as	  exisNng	  HIRES/KECK	  calibraNon	  sNll	  not	  
understood	  )	  

Synergy	  with	  other	  facili&es	  (e.g	  SKA)	  :	  TMT	  constrain	  on	  α=e2/ħc,	  μ=me/mp	  will	  be	  
crucial	  to	  complement	  with	  radio	  measurements	  sensiNve	  to	  combinaNons	  of	  constants	  
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