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Driving	development	with	data	challenges	

DESC	will	undertake	a	series	of	progressively	more	complex		data	challenges	leading	
up	to	ComCam	at	the	end	of	2019	
•  Cosmology	simulaOons	are	core	to	many	of	these	challenges	
•  Data	challenges	don’t	need	to	be	over	arching	or	large	but	do	need	to	be		

properly	moOvated	for	the	science/analysis/systemaOc	they	will	address		
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Data	challenges	

DC3:	3-5	Gpc3	108-109	Mo		(TBD)	
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Dataset	Genera5on	

−  Data	Challenge	DC1	(2016)	5M	CPU/hrs	
•  HaloCat:	3	Gpc	DM	simulaOon	(in	hand)	
•  Twinkles	1.0:		1	CCD	800	visits	(ri	bands)	
•  Phosim	Deep:	several	80	sq	degree	regions	5x1300	visits	(r	band)		

−  Data	Challenge	DC2	(2017)	20M	CPU/hrs	
•  Twinkles	2.0:			1	CCD	2500	visits		(ugrizy	bands)	
•  DC2	Mock	Light	cone:	300	sq	degrees	of	mock	catalogs,	100	sq	degrees	

of	imaging	(ugrizy)	
•  Used	to	define	the	tools	for	large	analyses	

−  Data	Challenge	DC3	(2018)	200M	CPU/hrs	
•  18,000	sq	degrees	of	mock	catalogs,	3000	sq	degrees	of	imaging	(ugrizy)	
•  100x	increase	in	volume	and	will	be	a	major	challenge	
•  TBD	
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Genera5on	of	Cosmological	Simula5ons	

−  Mock	catalogs	(CS1,	CS2,	CS3)	
•  RQ:	Which	parameters	need	simula5ng	and	how	(shape,	size,	…).	What	

mocks	should	we	be	genera5ng	(volumes,	mass	resolu5on,	…)	
•  SW:	Ability	to	integrate	“any”	simulaOon	into	a	catalog	framework	
•  VA:	Define	how	we	validate	a	mock	catalog	(against	parameterizaOon	or	

exisOng	data	sets)	and	apply	this	to	current	mocks	

−  ValidaOon	
•  How	do	we	validate	a	mock	catalog	(against	exis5ng	data	sets	or	

precursor	knowledge).	Cri5cal	component	to	the	simula5ons.		
•  PredicOon	tools	(in	collaboraOon	with	TJP)	
•  Tools	to	predict	mass	funcOon,	power	spectrum,	correlaOon	funcOon	etc	

(e.g.	emulators).		

−  	 New	simulaOons	(hydro	and	the	inclusion	of	systemaOcs)	
•  Hydro	simulaOons,	systemaOcs	simulaOons	and	non	LCDM	models	
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Tasks	for	simula5ons	

hdp://ls.st/e53	
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Common	simula5ons…	

−  ComputaOonal	resources	(Habib	et	al	2016)	
•  Current	projecOons	of	available	HPC	resources	(2015)	

-  100-500M	core	hours	for	individual	projects 		
-  Primarily	DOE	and	NSF	resources		

•  Current	projecOons	of	available	HPC	resources	(2020)	
-  1B	core	hours	hours	for	individual	projects		
-  Primarily	DOE	resources	
-  HEP	resources	available	at	100B	to	1T	core	hours	at	LCFs	and	NERSC	
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Common	simula5ons	needs	
−  ComputaOonal	needs	

•  Resources	available	for	the	scale	of	simulaOons	required	(with	possible	
excepOon	of	Hydrodynamical	simulaOons)	

−  Infrastructure	needs	
•  Sharing	simulaOons	(e.g.	Millennium	DB)	and	mock	catalogs	has	greatly	

expanded	the	use	of	simulaOons	in	a	broad	range	of	applicaOons		
•  At	100	TB		to	1	PB	scales	this	infrastructure	doesn’t	exist	
•  Transfer	of	data	will	be	a	challenge	(10	days	for	100	TB	at	1	Gb)	

−  Data	exchange	formats	
•  Standard	in	observaOonal	datasets	is	FITS.	No	standard	for	cosmology	(as	

groups	adopt	their	own	standards).		
•  HDF5	is	a	possibility	(really	just	a	container	class)	

−  Mock	catalogs	
•  Great	progress	in	the	development	of	mocks	from	SHAMs,	SAMs,	hydro	
•  SOll	no	next	generaOon	mock	catalogs	(or	agreement	on	adributes	or	

what	they	mean)	
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Primary	drivers	

−  Covariances	
•  Covariance	matrices	generated	from	series	

of	mock	galaxy	catalogs	(and	associated	
numerical	simulaOons).	Brute	force	
approach	feasible	in	about	2025	(given	
computaOonal	projecOons)	but	significant	
advance	due	to	new	sta.s.cal	approaches	
(the	advantage	of	slacking)	

−  Baryonic	physics	
•  Astrophysical	feedback	mechanisms	due	to	

baryons	not	well	understood.		
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Not	just	cosmological	simula5ons		


