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What is LSST? m—

* Atelescope:
— 8.4 m primary mirror, 3.2 Gpix camera, 6 filter bands
— 2x15 sec exposures per visit, 2 sec readout
e Science themes:
— Dark Energy and Dark Matter
— Inventory of the Solar System
— Transient Optical Sky
— Mapping the Milky Way
* Asurvey:
— 10 year survey
— > 18K sq deg sky coverage (up to 25K with special programs)

. e 825 visits per point, > 2.75 million visits total
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LSST Data Volume and Expected Yields

e Two 6.4-gigabyte images (one visit) every 39 seconds
e ~1000 visits each night, ~300 nights a year

e Up to 450 calibration exposures per day

e ~15 terabytes of raw data in each 24 hour period

* Will detect ~10 million real time events per night, for 10 years

e Changes detected, transmitted, within 60 seconds of each
observation

* Observe ~37 billion objects with ~30T forced-photometry
measurements across all visits/filters (ForcedSources)

e Collect ~7 trillion observations in individual visits

Dark Energy Science Collaboration



LSST Data Management Responsibilities m—

* Process the incoming stream of images that the Camera system generates
to produce transient alerts and to archive the raw images.

* Approximately once per year create and archive a Data Release, a static
self-consistent collection of data products generated from all survey data

taken from the date of survey initiation to the cutoff date for the Data
Release.

 Make all LSST data available through an interface that uses community-
accepted standards, and facilitate user data analysis and production of

user-defined data products at Data Access Centers (DACs) and external
sites.
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Data Product Requirements: Level 1,2,3

p. 32, LSST SRD, http://ls.st/srd
3.5 Data Processing and Management Requirements Details in the DPDD

Detailed requirements on data processing and management will be described in the LSST
System Requirements Document (for example, specifications for catalog completeness and
reliability). Here, only a rough guidance is provided. There will be three main categories
of data products:

e Level 1 data products are generated continuously every observing night, including
alerts to objects that have changed brightness or position. Nightly

e Level 2 data products will be made available as annual Data Releases and will include
images and measurements of positions, fluxes, and shapes, as well as variability in-
formation such as orbital parameters for moving objects and an appropriate compact

descripti light .
escription of light curves Annual

e Level 3 data products will be created by the community, including project teams,

using suitable Applications Programming Interfaces (APIs) that will be provided by

the LSST Data Management System. The Data Management System will also provide

at least 10% of its total capability for user-dedicated processing and user-dedicated

storage. The key aspect of these capabilities is that they will reside “next to” the

\‘ LSST data, avoiding the latency associated with downloads. They will also allow the
DE@@ce teams to use the database infrastructure to store their results. Userdlfves



LSST DM From a Scientist’s Perspective m—

— A stream of ~10 million time-domain events perr
transmitted to event distribution networks withi All data available

observation. simultaneously to
US, Chile, and
international partners

\ .

— A catalog of ~37 billion objects (20B galaxies, 17B stars): ~7 trillion
observations (“sources”), and ~30 trillion measurements (“forced
sources”), produced annually, accessible through online databases.

N

— A catalog of orbits for ~6 million bodies in the Sc

— Deep co-added images.

— Services and computing resources at the Data Access Centers to enable
user-specified custom processing and analysis.

— Software and APIs enabling development of analysis codes.

N
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Level 2 Data Products

Well calibrated, consistently processed, catalogs and images
— Catalogs of objects, detections, detections in difference images, etc.

Made available in Data Releases
— Annually, except for Year 1
 Two DRs for the first year of data

Complete reprocessing of all data, for each release
— Every DR will reprocess all data taken up to the beginning of that DR

Accessing the catalogs
— Database and SUI
— Remote access APIs, VO protocols (e.g., Table Access Protocol)
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State-of-the-art Scientific Algorithms

* Science Pipelines carry core scientific
algorithms that process or analyze
raw LSST data to generate output
Data Products

 Open Source!

e Variety of processing

4 — Image processing

— Measurement of source properties

— Associating sources across space and
time, e.g. for tracking solar system
objects BE W
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Complex Middleware

Large Synoptic Survey Telescope

Orchestrating execution of science pipelines on hundreds of
thousands of cores

QQ"‘N * Frameworks to construct pipelines out of basic algorithmic
0,% components

* Orchestration of execution on thousands of cores

N e Control and monitoring of the whole DM System

""q,. * Evaluating open source workflow engines now: 3 candidates
» Airflow, Pegasus, PanDA (LHC-ATLAS)

KN
NCSA

Isolating science pipelines from underlying hardware

* Services used by pipelines to access/produce data and
communicate

* "Common denominator" interfaces handle changing underlying
technologies

e Example: “Butler” for abstracting away data storage
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Massively Parallel, Scalable Database for Spherical Data

Massively parallel,
distributed, fault-tolerant
database

» * Real time for L1

* Ad hoc user query analysis
* Petabyte level scans

e Complex correlations

* Laptop scale to petascale
* Commodity hardware
Open source

Right “"AscenSion



Cutting-edge Visualization and Science User Interface Toolkit S,

€« c localhost:8080/firefly/;a=table.search?request=startldx%3D0%26pageSize%3D100%26use%3Dcatalog_overlay%26SearchMethod%3DCone%26RequestedDataSet%3D2MASS%2520All-Sky%252...

Pixel Size: 6.00 arcsec [E£Q-J2000:0h44m36.42s, +40d50m11.0s.
Image Pixel:446.0, 234.0

Data Sets: Catalogs &

N . oo N
BlRQARQAQ |9UME |®e |2 JBO0Ew| SAm
tri-view || img-tbl || img-xy || xy-tbl
| Fits Data | WISE-wise_allwise_p3as_psd (Cone:200") x | | 2MASS-fp_psc (Cone:200") * |
44 1 o2)p P 1-1000140) ? E %‘N
designation ra dec clon clat sigra  sigdec  sigrad
1004417.51+413353.7 110728624 415649347  00h44m17.51s  41d33mS376s 04063 04319  -0.365
J004403.89+413414.8 11.0162491 41.5707944 00h44m03.90s 41d34m14.86s 0.0324 0.0322 0.0072
J004408,54+413356.4 110355871 415656824  00h44m08.54s  41d33ms6.46s 00764 00767 00153
1004416.05+413238.7 110668811  41.5441084  00h44m16.05s  41d32m38.79s 05372 05807  -0.2698
J004414.68+413211.2 11.0611771 41.5364557 00h44m14.68s 41d32m11.24s 0.1439 0.153 -0.0423
1004411.11+413302.1 110463172  41.5505852  OOh44mili2s  41d33m02.11s 00941  0.102 -0.0291
J004412.21+413320.7 11.0508797 41.5557638 00h44m12.21s 41d33m20.75s 0.0608 0.0649 -0.015
1004411.08+413335.2 110461877 41558782 00h44m11.09s  41d33m35.22s  0.078 0.082 -0.0163
1004410.94+413317.6 110455947  41.554899  00h44m10.94s  41d33mi764s 00905 00963  -0.0264
J004416.57+413339.1 11.0690766 41.5608704 00h44m16.58s 41d33m39.13s 0.3196 0.3341 -0.1037
004414.74+413341.8 110614481  41.5616233  00h44m1475s  41d33m4184s 01336  0.354  -0.0314
J004413.15+413410.5 11.0547955 41.5695932 00h44m13.15s 41d34m10.54s 0.1383 0.1483 -0.0448
1004412.94+413356.7 110536248 415657658  00h44m12.94s  41d33ms676s  0.1558 01604  -0.0601
1004410.63+413349.1 110442951  41.5636651  00h44m10.63s  41d33m49.19s 0143  0.1165  -0.0332
J004411.66+413349.4 11.0486188 41.5637387 00h44m11.67s 41d33m49.46s 0.0752 0.0794 -0.0175
1004411.96-+413358.1 110498734 415661458  00h44m11S7s  41d33ms8.12s 01323 01417  -0.033
J004351.56+413124.4 10.9648496 41.5234688 00h43m51.56s 41d31m24.49s 0.2196 0.2277 -0.0582
3004351.73+413141.0 109655486 41528057  00h43mS173s  41d3im4101s 02963 03021  -0.0831
1004350.21+413200.6 109592151 41533511  O0h43mS0.21s  41d32m00.64s 02874 03038  -0.0879
J004350.40+413150.0 10.9600061 41.5305768 00h43m50.40s 41d31m50.08s 0.2373 0.2446 -0.0787
004352.71+413254.5 10.9696445  41.5484821  00h43mS271s  41d32mS4.54s 03719 03952 -0.1263
J004358.59+413018.1 10.9941369 41.5050441 00h43m58.59s 41d30m18.16s 0.0802 0.0794 -0.0192
3004358.98+413041.9 109957649 415116597  00h43mS8.98s  41d30m41.97s 03383 0353 -0.1062
1004353.15+413052.8 10.9964892  41.5147022  00h43mS9.16s  41d30m52.93s 05562 05897  -0.1809
J004357.52+413036.6 10.9896841 41.510177 00h43m57.52s 41d30m36.64s 0.3875 -0.124
004358.73+413122.1 10.9947469  41.5228226  00h43mS8.74s  41d31m22.16s 02519 -0.0569
J004359.02+413145.1 10.9959492 41.5292196 00h43m55.03s 41d31mA45.19s 0.2281 -0.0625
1004357.26+413125.9 109885069  41.5238765  00h43mS7.265  41d31m25.96s 04086  -0.1242
1004357.27+413055.5 10.9886266  41.5154417  00h43mS7.27s  41d30mS55.59s 04162  -0.1399
J004356.63+413303.7 10.9859704 41.5510388 00h43m56.63s 41d33m03.74s 0.5006 -0.0445
1004357.03+413321.8 10.9876408  41.5560624  00h43mS7.03s  41d33m21.82s 03809  -0.1204
J004356.07+413304.4 10.9836657 41.5512379 00h43m56.08s 41d33m04.46s 0.2971 -0.1021
2
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Image Processing Overview

Large Synoptic Survey Telescope

Images

Observatory
Metadata

S

Calibration
Data

External
Catalogs

—

Single Visit Images

Raw LSST Image Processing
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Objects Forced Sources

Image Differencing Images
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Visits Analysis @
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Image Processing Detail: Single visits

@Single Visit Processing

Single Visits
Raw
Images
Instrumental Signature Removal
Find Cosmic Rays Images (pixel data, variance, mask)
Obse : - L
m";‘;:a'y Estimate Background Background Estimate
Detect Sources Sources
Deblend Sources PSF Estimate
Calibration Measyre Sources ' WCS
Data Estimate PSF Photometric Zeropoint
Fit WCS
Estimate Photometric Scale
External
Catalogs

Designed to handle instrumental effects, variations of the PSF due to seeing, etc




Image Processing Detail: Co-add Analysis

(2) Image Coaddition

Make:
Depth-optimized Coadds
Seeing-optimized Coadds
PSF-matched Coadds
Specialized Coadds Coadded Images

@ Coadd Image Analysis WFIRST could

contribute to
deblending

Find Sources
Merge Source Lists
Prune Source List
Deblend Footprints :
Measure Objects (StackFit) Objects




Image Processing Detail: MultiFit

@ Multi-Epoch Object Characterization

Multifit: B/D galaxy model

Multifit: moving star model Objects
Forced Photometry
Variability characterization
Petrosian and Kron fluxes

Adaptive Moments
Surface Brightness

1

Forced Sources

Deep WFIRST IR source list can be input here with its finer detail

J
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Processing Numerology: CPU Needs Estimate

Total processing time for L2: ~120M CPU-hrs for 1 year’s survey — O(18000 sq deg, 300k visits)

@Single Visit Processing

Single Visits Ba l | Pa r'k:

7% - 8.4M CPU-hrs

~2200 sg-deg/yr WFIRST x4 passes
(184 sec) yields ~150k images

2 - Scales with images (1/2)
30% - 36M CPU-hrs

3 - Scales with sky area (1/8)

60% - 72M CPU-hrs 4 - Scales with images (1/2)

Guess at 30-40% additional processing load.




Gigabit Networks m—

French Processing

Cente
(CC-IN2P3, Lyon, France

Data Release Production (50%
French DA
BN CC

EN  Archive Site
NCSA Archive Center

Alert Production

Data Release Production (50%)
EPO Infrastructure

Long-term Storage (copy 2)
US Data Access Center
Data Access and User Services

Summit and Base Sites

Telescope and Camera
Data Acquisition

Crosstalk Correction
Long-term storage (copy 1)

m Chilean Data Access Center

HQ Site S35T

Science Operations
Observatory Management
Education and Public Outreach

Dark Energy Science Collaboration



DESC Computing Model m

I-I -
. snage librated DML21 Galaxy/Sta
grl:z;aﬂt:)onr; Procesr::‘ge chm}llog |
reprocess for
system:tlatlzs esltt':matlon DESC
. . and algorithm ’
e Targeting NERSC as primary development processing
computing host
— B
. [ —Desc |
* Reuse as many Project tools as Galaxy/Star
. Catalog
possible . )
- { { N
* Requested a ramp up to
300-500M CPU-hrs by 2022
* Challenge to adapt current
code base to evolving
supercomputer architecture
SNe Analysis WL Analysis CL Analysis SL Analysis Jo}i:r: apr;:ige s LSS Analysis
Pipeline Pipeline Pipeline Pipeline Pipeline Pipeline
\\X\/I—
= DESC Analysis/Publications
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Large Synoptic Survey Telescope

DESC Preparedness Strategy: Pathfinders and Data Challenges

* Preparation timeline driven by 3 Data Challenges, ComCam and
Science Verification

— Expecting a reasonably complete DM release for ComCam
e Early Pathfinders:

— “Twinkles” : SL/SNe-driven sky through light curve chain, driver
for

e Expertise with input catalogs, image simulation, DM stack,
light curve extraction from Qserv database

e Bulk workflow tools to drive pipelines
e Distributed code development environment
* Tryout SUIT
— Weak Lensing pipeline : high level analysis chain
 Development of analysis framework
‘  Use of workflow tools

= \%DESC
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Example of Early Pipeline Development: Weak Lensing

l
N-Body .
Simulations I _
o ’ n(z) data CO‘?::;::;? e et
Telescope Image Data Management ||P(@) inference n(z) inference Estimation Samples
[
Processing
Semi-Analytic
Modelling I p(z) data
[ Tomographic Binned Two-point Two-point
, PhoSim Galaxy . Binning catalogs 1 Estimator measurements Parameter
Ray Tracing or Catalog i plots
GalSim ’
|
Instance '
Catalog I
(ImSam) ’ Test Suite
l
catSim Project code/tools l

Oxford, July 2016
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Summary/Questions

* DM is producing Open Source tools for image processing and
shape analysis; data access; and database analysis

— Timeframe for functional system is ComCam — 2019

— DESC is depending on using as much of the toolkit as
possible
* In principle the tools are designed to handle images with
different PSFs etc

* |t appears that a joint processing would add something like a
30-40% load on top of the first few years of LSST DRPs

Thanks to K-T Lim and Gregory Dubois-Felsmann for advice!




