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Bayesian Extinction And Stellar Tool
• SED fitter for individual stars: stellar and dust physics 
• Use probabilistic/Bayesian techniques: can include 

priors, and allows for hierarchical models 
• Artificial star tests to create accurate noise model 
• Fast (~7 seconds per star) to fit 100M+ stars 
• Open source and open development: 
github.com/BEAST-Fitting/beast

• Current active developers: Boyer, Choi, Durbin, Gordon, 
Goldman, Hagen, Johnson, Murray, Tchernyshyov, Van 
de Putte, Williams, Yanchulova Merica-Jones

The BEAST (Gordon+16)



Stellar parameters: birth mass, age, metallicity 
→ map to radius, Teff, log(g)

Dust parameters: AV (dust column), RV (grain size), 
fA (mixing between dust with/without 2175 Å bump)

Distance: can be constant or variable

The BEAST: 7 fitting parameters

Gordon+16



final range and grid spacing of each parameter is given in
Table 1.

4.2. Response Functions

For PHAT, the observed bands are HST/WFC3 F275W,
F336W, F110W, and F160W and HST/ACS F475W and
F814W. The full bandpass response functions used in creating
the model SEDs are shown in Figure 5. The bandpass response
functions are for the full instrument plus telescope system

including the detector response. This figure shows that these
photometric bands can be quite broad. For such broad
photometric bands, it is important to include the effects of
dust extinction before integrating across the photometric bands,
given that the SED spectral shape changes the effective
wavelength of the measurement.
Integrating the dust-free stellar SED and then multiplying by

the dust extinction using a constant A(band)/A(V) would not
only be formally incorrect, but it also leads to large errors in the
model band fluxes. For example, applying the dust extinction
after band integration for BEAST models bright enough to be
formally detected in the PHAT survey with R(V)=3.0 and
� =f 1.0 would result in errors >10% for 52%, 1%, 24%,
25%, 24%, and 0% for the F275W, F336W, F475W, F814W,
F110W, and F160W bands, respectively. The maximum error
for the same models is 56%, 15%, 45%, 34%, 29%, and 3% for
the same bands. These results are determined by three factors:
the largest A(V) detectable at the survey depth in a band
increases with wavelength; the increasing A(band)/A(V) with
decreasing wavelength; and the width of a band’s response
function. Overall, the trend is for the errors to decrease as the
nominal wavelength of the band increases. The notable
exceptions to these trends are for F336W and F160W which
have the lowest errors as these bands having significantly
narrower band response functions than the other four bands
(see Figure 5).
In addition to the broad band response functions, some of the

bands also have red or blue leaks (e.g., F336W with a red leak
at ∼0.7 μm, F110W with a strong red leak at ∼1.9 μm, and
F160W with a blue leak at ∼0.8 μm). The impact of such leaks
is illustrated in Figure 6 for an intrinsically red star and a
heavily dust extinguished blue star. The band integrated fluxes
for a number of the filters are influenced by the steep spectrum
inside the main bandpass and the two bluest filters are strongly
influenced by the contribution from the filter red leak. The
impact of red leaks are strong for both stars’ F275W fluxes and
for the F336W flux of the reddened blue star. These predictions
illustrate that for such red sources, the bluest filters will collect
more photons than nominally expected due to the red leak
signal being much larger than the main band signal.
One way to quantify the impact of the leaks is to calculate

the effective wavelength of the predicted fluxes. The effective
wavelength (λeff) is the flux throughput weighted average
wavelength, while the nominal wavelength (λo) is the
throughput only weighted average wavelength. The effective
wavelengths show that for the intrinsically red star, the flux

Figure 4. The computation of a BEAST model SED for a dust extinguished
star is shown graphically. The top panel gives the stellar spectrum, the next
panel shows the extinction by dust, and the bottom panel plots the full
extinguished stellar spectrum. In the bottom panel, the integrated SEDs for the
PHAT bandpasses are plotted at their effective wavelengths (λeff, solid circles).

Table 1
Model Parameters

Parameter Description Min Max Resolution Prior

tlog( ) (years) stellar age 6.0 10.13 0.05 flat SFR
Mlog( ) (Me) stellar mass −0.8 2.0 variablea Kroupa IMFb

Zlog( )c stellar metallicity −2.3 0.1 0.1 flat
A(V) (mag) dust column 0.0 10.0 0.02 flat
R(V) dust average grain size 2.0 6.0 0.5 peaked at ∼3 (Figure 7)

�f dust mixture coefficient 0.0 1.0 0.1 peaked at 1 (Figure 7)
d distance L 776 kpc L δ function

Notes.
a Determined by stellar lifetime and fair sampling of stellar evolutionary phases.
b In future work, we will the Weisz et al. (2015) updated M31 IMF.
c Z is the mass fraction of all elements other than hydrogen and helium.
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of the �-type extinction is given using the SMC Bar average
UV parameters and optical/NIR data points from Gordon et al.
(2003) using the technique of Fitzpatrick (1999) to smoothly
interpolate between band extinctions in the optical and NIR.
The J and K band values of A(λ)/A(V) were changed from
those given by Gordon et al. (2003) to 0.25 and 0.11,
respectively, to provide a smooth, non-negative cubic spline
interpolation. Note that �f is not a direct measure of the 2175Å
extinction feature, but is a measure of one component of the
extinction curve shape variation across the full wavelength
range. The behavior of this mixture model is illustrated in
Figure 3.

The R(V) of the mixture extinction curve model is

� � � �= + -- - -R V f R V f R V1 111 1 1( ) ( ) ( ) ( ) ( )

where we fix � =R V 2.74( ) (Gordon et al. 2003). The range of
observed �R V( ) is between 2.0 and 6.0 and this results in the
parameter space defined by (R(V), �f ) not being completely
filled, see Section 4.3.

With this dust mixture model, interstellar extinction is
included in our model with the multiplicative term

�q =l
- lD 10 12A V k R V f

,dust dust
0.4 ,( ) ( )( ) ( ( ) )

that has the three dust parameters

�q = A V R V f, , 13dust { ( ) ( ) } ( )
where A(V) is the extinction in magnitudes in the Johnson V
band and the �R V f,( ( ) ) parameter combination defines the
shape of the extinction curve.

3.3. Full SED Model

The results of the previous two subsections (Equations (7)
and (12)) provide a model of a star’s observed monochromatic
flux after passing through a column of dust. For a star at a
distance d, we write the full model for the monochromatic flux
lFMod as

q
q q

p
=l

l lF
L D

d4
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where
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To compare with photometric observations, we need to
compute model fluxes in the same bands as the observations.
We calculate the model band flux in bandpass i using

ò
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where Bi(λ) is the bandpass response function for the ith band
in fractional photon units. This integration is done in photon
units (via λ d λ) to correctly model how the measurements were
made (e.g., photon-based detectors Hogg et al. 2002; Sirianni
et al. 2005). We explicitly calculate the flux in each band from
the the response functions and model spectra including dust
extinction, removing the need to deal with color and bolometric
corrections not associated with inaccuracies in the stellar
models.
Figure 4 gives a graphical representation of how the model

SEDs are computed showing the intrinsic spectrum, the effects
of dust, the extinguished spectrum, and the band inte-
grated SED.

4. PHAT IMPLEMENTATION DETAILS

As a concrete example of the use of the BEAST on a large
set of resolved stellar photometry, we fit the 0.7 million stars
detected in at least 4 bands in Brick 21 of the PHAT survey.
Preparing and running the BEAST on this data set requires
several steps of implementation, which are described in this
section.

4.1. Grid Implementation

We have implemented the BEAST probabilistic fitting using
a grid-based approach. This approach ensures that the entire
topology of the posterior function is explored (i.e., the full
model parameter space θ). For realistic sampling of the model
grid this approach is faster than a Monte Carlo Markov Chain
(MCMC) or nested sampling approach. Finally it avoids the
computationally intensive normalizations needed for MCMC
results for further use of the results (e.g., hierarchical models of
stellar clusters, dust geometry, etc.). For the PHAT survey, the

Figure 3. The behavior of the new, expanded two parameter (R(V), �f ) model
for the normalized dust extinction curves is illustrated. The top panel gives the
variation in the curves as a function of �R V( ) for the fixed value of � =f 1.
This shows the � component of the model. Overplotted is the average
extinction curve for all the Milky Way sightlines studied by Gordon et al.
(2009). The bottom panel gives the variation in the curves as a function of �f
for a fixed value of � =R V 3.1( ) . Overplotted is the same Milky Way average
curve as in the top panel as well as the SMC Bar average extinction curve
(Gordon et al. 2003) that is the � component of our model.
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SED construction The family of extinction 
curves: varying RV and fA

Gordon+16

The BEAST: 7 fitting parameters



The BEAST: source crowding 
impacts the noise properties

The bias μi(θ) in band i given N ASTs recovered fluxes FR
k

with an input model θ that has intrinsic flux qFM ( ) is
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The bias captures the mean offset between the true and
measured fluxes The covariance captures the magnitude and
shape of the scatter about this mean offset. If the different
bands are independent of each other, as is often assumed, the
entries along the diagonal of the covariance matrix are the
squared standard deviations in each band and all off-diagonal
entries are equal to zero.

In Figure 9 we show the AST data and the resulting
covariance matrix and bias for a single model SED. This model
SED represents a typical PHAT source that is well detected in
the redder bands and basically undetected in the three shorter
wavelength bands. The highest covariances seen are for
F475W, F814W, F110W, and F160W bands. The obvious
source of the covariance is neighboring sources (i.e., crowding
noise). The impact of crowding noise can be seen even in the
F475W band that is detected, on average, only at <1σ, yet the
F475W and F814W bands are still strongly correlated. In
contrast, the lack of a strong correlation between the two
shortest wavelength bands (F275W and F336W) and the redder

bands is an indication that the measurements in these bluer
bands are dominated by measurement (photon) noise.
Figure 9 also illustrates that our use of a multi-variate

Gaussian to characterize the offset and scatter in the recovered
fluxes is an approximation to the true distributions. This can be
seen by the asymmetry in the μk values in many of the bands
with more positive deviations than negative deviations. In the
future, we will investigate the use of multi-variate skew
Gaussians or numerically sampling the AST distribution as a
refinement of our noise model. Practical concerns on the
computation cost of including enough ASTs per model SED to
define the deviations from a multi-variate Gaussian may
dominate the discussion. In practice, we expect that the gains
in including the asymmetries in the μk values via a more
sophisticated noise model wil be smaller than the impact of
including covariance to the first order.
The AST derived covariance matrices and biases are

dependent on the model SED and on the location of a star in
the PHAT survey area. Ideally many ASTs would be run for
every BEAST model SED for every pixel (or subpixel position)
over the entire survey region. As this is not computationally
feasible, we are forced to average the AST results over spatial
regions and interpolated between models. The effects of
crowding are most strongly dependent on the source density
and, thus, we average the AST results over regions of similar
source density.
We illustrate the dependence of the AST derived covariance

matrices in Figure 10 for one field in one PHAT Brick. This
figure gives projections of the ensemble of the covariance

Figure 12. The bias (μ) and uncertainty (σ) terms for the F275W and F110W filters are plotted. These results were calculated from ASTs performed over the PHAT
survey region. The source densities are in units of stars per ´ and were measured in 5″×5″ pixels using the PHAT sources detected in four bands with F475W
magnitudes between 24.5 and 27. This range was chosen as the PHAT survey is complete for these brightnesses. The F275W results show the signature of photon
limited observations where the behavior is independent of source density. The F110W results are strongly dependent on source density which is the signature of
crowding limited observations.
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Primary 
parameters: 

AV, mass, age

Secondary 
parameters: 

RV, fA, metallicity

The BEAST: example fit 
for a PHAT source

samples a range of star formation regions and dust contents.
For this initial work, we use a coarser grid than given in
Table 1, specifically with resolutions of 0.15 in tlog( ), 0.15 in
A(V), 0.5 in R(V) and 0.5 in �f and Z = 0.03, 0.019, 0.008, &
0.004. This coarser grid allowed the fitting to be done for the
0.7 million Brick 21 sources in a reasonable amount of time.
With this model grid, we find that it takes the BEAST ∼13s to
fit and save the results for a single star using the Texas
Advanced Computing Center (TACC) Stampede supercompu-
ter with time provided through XSEDE (Towns et al. 2014).

The noise model was computed using the ASTs discussed by
Dalcanton et al. (2012a) and (Williams et al. 2014). Using this
noise model, the uncertainty (σ) and bias (μ) terms as a
function of source density are shown in Figure 12 for two filters
to illustrate the different behaviors between photon and
crowding limited observations. This figure clearly illustrates
the dependence of the bias and uncertainty on flux and source
density and how it varies between bands in the PHAT survey.
The ASTs used in construction of this noise model were not

done simultaneously in all 6 bands, but were instead done in

Figure 14. The fitting results for an individual star in Brick21 are shown. While this figure illustrates the fit to an individual source, it is for a red giant star that is one
of the common sources we find in the PHAT region. The 50% model is shown along with shaded colored regions indicating the range of models that fit within 1σ. The
models shown are the full model including the observational bias (stellar+dust+bias), the physical model alone (stellar+dust), and the stellar model alone (stellar).
The impact of the bias in the photometric measurements is clearly seen in the UV and illustrates the importance of a full physical and observational model for this type
of fitting. The best fit parameter values (cyan) and 50%±33% values (purple) are given numerically as well as graphically in the 1D pPDF plots. The 1D pPDF plots
give the normalized probabilities with the y-axis scale ranging from 0 to 1.1. The best fit values are determined from the full 6D pPDFs and, as such, often do not
appear at the peak of the 1D pPDFs.
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Derived 
parameters: 
Teff, log(g)

Gordon+16
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Naive maps of parameters in IC1613
Average of best-fit AV and RV in 10" pixels



Simulate WFIRST observations 
using overlapping HST filters

Model IC1613 with a 
subset of HST filters:

F555W 
F814W 
F110W 
F160W

WFIRST
HST



Naive maps of parameters in IC1613
Original filtersWFIRST simulation Pixel Histograms

AV
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MegaBEAST is in development

• Hierarchical Bayesian 
model for ensembles 
of stellar populations 

• Use BEAST outputs to 
fit for parameters 
within 10" pixels 

Science Goals 
star formation history 
initial mass function 
mass-metallicity relationship 
total dust column (AV) 
average grain size (RV) 
grain composition measure (fA) 
galaxy distance 
galaxy depth

github.com/BEAST-Fitting/megabeast



www.tiny.cc/InclusiveAstro2  •  Inclusion2@stsci.edu

All students, 
astronomers, social 
scientists, policy makers, 
and advocates: 

Come take part in a 

community discussion 

to build upon the 

2015 Nashville 

Recommendations, 

reflect on the state of the 
profession, address issues 
affecting underrepresented 
groups, and envision how 
to improve astronomy into 

the 2020s.
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Baltimore • MD
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Takeaways
• The BEAST is ready to be used for modeling resolved 

stellar sources: mass, age, metallicity, AV, RV, fA, 
distance 

• The MegaBEAST will combine BEAST results to infer 
properties of ensemble populations 

• WFIRST will allow much of the HST-based BEAST/
MegaBEAST science to expand to large regions of 
Local Group galaxies 

Code contributions are welcomed!
github.com/BEAST-Fitting
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Planned model grid: 
LMC, SMC, M33, M31, nearby dwarfs

Quantity Min Max Step size # points

log age 6.0 10.13 0.1 42

log Z -2.3 0.1 0.3 9

AV 0.01 10.0 0.05 200

RV 2.0 6.0 0.5 9

fA 0.0 1.0 0.2 6

distance - - - 5-10



Priors

on the grid points to achieve a Kroupa IMF (Kroupa 2001)
prior at all ages. We add an additional multiplicative weight
that is a function of age (t) to give a uniform prior, as the
intrinsic t grid points are logarithmically spaced for computa-
tional speed. Finally, we add a third multiplicative term to
impose a flat prior on the stellar metallicity (Z) distribution. The
mapping of the M and t priors into Hertzsprung–Russell and
stellar atmosphere Tlog eff( ) versus glog( ) diagrams is shown in
Figure 8. The final priors reflect the expected distribution of
real stars, with high densities of low mass stars and older red
giant branch (RGB) stars.

The final prior is on M31ʼs distance for which we assume a
value of 776 kpc (as adopted by Dalcanton et al. 2012b). This
choice is well justified given that the distance to M31 is well
measured and the high density of M31 stars ensures very small
contamination by MW foreground sources. The potential
variation in the distance to M31 due to the depth of the galaxy
is also small (e.g., a 20 kpc radius is <3% of M31ʼs distance).
We tested the sensitivity of our results to the assumed distance.
We find that the recovered parameters (within the 1σ
confidence intervals) do not change with distance variations
on the order of 10% for the PHAT bands and survey depth.

Figure 6. The spectra and photometric SEDs for an intrinsically red star and a
heavily dust extinguished blue star are plotted as computed by the BEAST. The
band integrated SEDs are plotted at their effective wavelengths (λeff, solid
circles) and the nominal wavelengths (λo, open circles). To illustrate the impact
of the red leaks, additional open circles labeled with “w/o leak” for the F275W
and F336W bands are plotted giving the fluxes computed where the red leaks
are removed (i.e., zeroing the band response functions at λ > 0.37 and 0.4 μm,
respectively). The model parameters not indicated on the plots are

=glog 4.0( ) , Ze, R(V)=3.1, and � =f 1.

Figure 7. The prior on R(V) and �f is shown, both in 2D and in 1D forms. The
prior is set by imposing a fixed range in �R V( ) from 2 to 6 as this corresponds
to the observed range for the Milky Way sightlines used to define the �
component (Cardelli et al. 1989; Fitzpatrick 1999; Gordon et al. 2009).

Figure 8. The mapping of the stellar t (age) and M (mass) priors into the
Tlog eff( ) vs. Llog( ) and Tlog eff( ) vs. glog( ) spaces are shown in a log scaling

with the peak weight set to 1.0. We use cubehelix color scalings for this figure
and throughout our paper as such color scales are robust for various types of
color blindness (Green 2011).
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choice is well justified given that the distance to M31 is well
measured and the high density of M31 stars ensures very small
contamination by MW foreground sources. The potential
variation in the distance to M31 due to the depth of the galaxy
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We tested the sensitivity of our results to the assumed distance.
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heavily dust extinguished blue star are plotted as computed by the BEAST. The
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circles) and the nominal wavelengths (λo, open circles). To illustrate the impact
of the red leaks, additional open circles labeled with “w/o leak” for the F275W
and F336W bands are plotted giving the fluxes computed where the red leaks
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Figure 7. The prior on R(V) and �f is shown, both in 2D and in 1D forms. The
prior is set by imposing a fixed range in �R V( ) from 2 to 6 as this corresponds
to the observed range for the Milky Way sightlines used to define the �
component (Cardelli et al. 1989; Fitzpatrick 1999; Gordon et al. 2009).

Figure 8. The mapping of the stellar t (age) and M (mass) priors into the
Tlog eff( ) vs. Llog( ) and Tlog eff( ) vs. glog( ) spaces are shown in a log scaling

with the peak weight set to 1.0. We use cubehelix color scalings for this figure
and throughout our paper as such color scales are robust for various types of
color blindness (Green 2011).
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star). The components of the best fitting models are shown
illustrating the strong impact of the photometric measurement
bias on the observed flux. The 1D pPDFs show a range of
behaviors. The log(M), log(t), R(V), Tlog eff( ), and glog( ) show
single peaked pPDFs. The A(V) pPDF shows a double peaked
pPDFs. Finally, the �f and Z pPDFs show sloped pPDFs with
no clear peak. This wide range of non-Gaussian and multi-
peaked pPDFs illustrates the complexity of this type of SED
fitting and the importance of fully mapping the pPDF. This

complexity is one of the primary motivations for basing the
BEAST on a grid fitting technique.

5.3. Recovered Hertzsprung–Russel Diagram

The Hertzsprung–Russel diagram for all the Brick21
sources fit is given in Figure 15. The distribution of sources
is reasonable, with sources on the RGB dominating. The main
sequence is well populated, consistent with the large number of
star-forming regions present in Brick21. The lower region

Figure 16. In the left column, the 1σ uncertainties are plotted vs. the expectation values for the primary fit parameters color coded by log density (green low, black
high) from the Brick 21 fitting. In the right column, the average 1σ uncertainty at each position in a HR diagram is shown. The careful reader will notice that the right t
plot looks like the Loch Ness Monster.
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shows the sensitivity limit that is the result of requiring
detections in at least four bands coupled with the varying dust
columns and crowding noise across this brick. Comparing this
figure with Figure 8 indicates that this region has, not
surprisingly, a somewhat different star formation history than
we assumed in our priors. This difference provides confirma-
tion that the BEAST results are not dominated by the priors.

5.4. Fit Uncertainties

For all the 0.7 million sources fitted in Brick21, Figures 16,
17, and 18 show the primary, secondary, and derived 1σ fit
parameter uncertainties versus their expectation values. In
addition these figures give the average fit parameter uncertainty
color coded on HR diagrams. The 1σ uncertainties are
measured from the 67% width of the 1D pPDFs. These figures

Figure 17. In the left column, the 1σ uncertainties are plotted vs. the expectation values for the secondary fit parameters color coded by log density (green low, black
high) from the Brick 21 fitting. In the right column, the average 1σ uncertainty at each position in a HR diagram is shown. The sharp upper boundary in σZ is the when
the pPDF is completely unconstrained and is one half the allowed range in Z.
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Sensitivity tests

matrices. The uncertainty per band is strongly dependent on the
source flux as expected. The correlation between bands is also
strongly dependent on flux; with fainter fluxes showing
stronger correlations, especially in the longer wavelength
bands where crowding is more significant. The step function
drop in correlation at the highest fluxes is traced to the fluxes
for the brightest stars coming from the the short “guard”
exposures, rather than the deeper main survey exposures where
the stars are saturated.

4.4.3. Importance of Including Covariance

The importance and impact of including the covariance in
the SED fitting is illustrated in Figure 11. This figure shows the
1D pPDFs of the SED fitting likelihood function for a
simulated star in Field15 of PHAT Brick21. The simulated
source is a hot, young star that has experienced appreciable
dust extinction. The observational noise was simulated using
the full noise model with a covariance matrix interpolated from
those measured using a small set of full 6-band ASTs spanning
the observed flux range run for this field and brick. The SED
fitting was done twice, the first time without using the
covariance information (i.e., diagonals only) and the second
time using the full covariance matrix. It is clear that including
the full noise model with covariance produces a more accurate
and precise recovery of true model parameters. Overall, the 1D
pPDFs with covariance better recover the input model
parameters, given that their peaks are better matched to the
input values and their widths are narrower. The differences can
be dramatic like those for the Mlog( ), Tlog eff( ), and glog( )
model parameters where the 1D pPDFs change from being

double peaked without covariance to being dominated by a
single peak with covariance. In essence, the covariance restricts
the allowed parameter space producing narrow pPDFs.

4.5. Speed Optimizations

It is fairly quick using modern computers to calculate the full
N-dimensional pPDF for a single observed SED using a grid
consisting of millions of models. The challenge is doing this for
the >100 million sources in the PHAT survey (Williams et al.
2014). We are pursuing a number of options for speeding up
the pPDF calculations, mainly focused on reducing the
effective size of the model grid. One straightforward optim-
ization that we have implemented is to only compute the pPDF
for models that are in the range of fluxes expected for the
survey. Thus, the grid is trimmed of models that predict fluxes
that would saturate in the survey observations or are well below
the survey sensitivity as measured from the AST results (i.e.,
with zero completeness). The next potential optimization will
be to compress/hash the grid (similar to a tree-code approach)
so that the BEAST only computes the pPDF for models with
equivalent SEDs within some tolerance (M. Fouesneau et al.
2016, in preparation). We expect this will allow for faster
computation rates and/or larger model grids.

5. EXAMPLE PHAT RESULTS

To illustrate the BEAST capabilities on real data, we have fit
the 0.7 million sources that were detected in at least 4 PHAT
bands with a F475W Vega magnitude brighter than 27.6 mag in
the PHAT Brick 21 region (Williams et al. 2014). Brick 21

Figure 13. The results of sensitivity tests for sources sampled from the model grid with the PHAT noise model are shown as normalized density plots with a log
scaling. The contours give the 1σ uncertainty (67%) regions illustrating that the primary and derived parameters are well recovered overall. The precision of the
recovery of the secondary parameters is lower than for the primary parameters as they are more strongly influenced by small changes in the SED shapes. The density
normalization is for display purposes. The distribution of sources is a reflection of the recovery and the density of simulated sources which itself is a function of the
model priors and PHAT observation sensitivity.
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